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Some copies of this book have a printing error that causes the figures to be unreadable. If you have received one of these copies, please contact the Pragmatic Bookshelf at , and we will replace it for you.
Algorithms and data structures are much more than abstract concepts. Mastering them enables you to write code that runs faster and more efficiently, which is particularly important for today’s web and mobile apps. This
book takes a practical approach to data structures and algorithms, with techniques and real-world scenarios that you can use in your daily production code. Graphics and examples make these computer science concepts understandable and relevant. You can use these techniques with any language; examples in the book are in JavaScript, Python, and Ruby.
Use Big O notation, the primary tool for evaluating algorithms, to measure and articulate the efficiency of your code, and modify
your algorithm to make it faster. Find out how your choice of arrays, linked lists, and hash tables can dramatically affect the code you write. Use recursion to solve tricky problems and create algorithms that run exponentially faster than the alternatives. Dig into advanced data structures such as binary trees and graphs to help scale specialized applications such as social networks and mapping software. You’ll even encounter a single keyword that can give your code a turbo boost. Jay Wengrow
brings to this book the key teaching practices he developed as a web development bootcamp founder and educator.
Use these techniques today to make your code faster and more scalable.

 Table of contents : 
Cover
Table of Contents
Preface
 Who Is This Book For?
 What’s New in the Second Edition
 What’s in This Book?
 How to Read This Book
 Code Examples
 Online Resources
 Acknowledgments
 Connecting
1. Why Data Structures Matter
 Data Structures
 The Array: The Foundational Data Structure
 Measuring Speed
 Reading
 Searching
 Insertion
 Deletion
 Sets: How a Single Rule Can Affect Efficiency
 Wrapping Up

Exercises
2. Why Algorithms Matter
 Ordered Arrays
 Searching an Ordered Array
 Binary Search
 Binary Search vs. Linear Search
 Wrapping Up
 Exercises
3. O Yes! Big O Notation
 Big O: How Many Steps Relative to N Elements?
 The Soul of Big O
 An Algorithm of the Third Kind
 Logarithms
 O(log N) Explained
 Practical Examples
 Wrapping Up
 Exercises
4. Speeding Up Your Code with Big O
 Bubble Sort
 Bubble Sort in Action
 The Efficiency of
Bubble Sort
 A Quadratic Problem
 A Linear Solution
 Wrapping Up
 Exercises
5. Optimizing Code with and Without Big O
 Selection Sort
 Selection Sort in Action
 The Efficiency of Selection Sort
 Ignoring Constants
 Big O Categories
 Wrapping Up
 Exercises
6. Optimizing for Optimistic Scenarios
 Insertion Sort
 Insertion Sort in Action
 The Efficiency of Insertion Sort
 The Average Case
 A Practical Example
 Wrapping Up
 Exercises
7.
Big O in Everyday Code
 Mean Average of Even Numbers
 Word Builder
 Array Sample
 Average Celsius Reading
 Clothing Labels
 Count the Ones
 Palindrome Checker
 Get All the Products
 Password Cracker
 Wrapping Up
 Exercises
8. Blazing Fast Lookup with Hash Tables
 Hash Tables
 Hashing with Hash Functions
 Building a Thesaurus for Fun and Profit, but Mainly Profit
 Hash Table Lookups
 Dealing with Collisions
 Making an Efficient Hash Table

Hash Tables for Organization
 Hash Tables for Speed
 Wrapping Up
 Exercises
9. Crafting Elegant Code with Stacks and Queues
 Stacks
 Abstract Data Types
 Stacks in Action
 The Importance of Constrained Data Structures
 Queues
 Queues in Action
 Wrapping Up
 Exercises
10. Recursively Recurse with Recursion
 Recurse Instead of Loop
 The Base Case
 Reading Recursive Code
 Recursion in the Eyes of the Computer
 Filesystem Traversal
 Wrapping
Up
 Exercises
11. Learning to Write in Recursive
 Recursive Category: Repeatedly Execute
 Recursive Category: Calculations
 Top-Down Recursion: A New Way of Thinking
 The Staircase Problem
 Anagram Generation
 Wrapping Up
 Exercises
12. Dynamic Programming
 Unnecessary Recursive Calls
 The Little Fix for Big O
 The Efficiency of Recursion
 Overlapping Subproblems
 Dynamic Programming through Memoization
 Dynamic Programming through Going
Bottom-Up
 Wrapping Up
 Exercises
13. Recursive Algorithms for Speed
 Partitioning
 Quicksort
 The Efficiency of Quicksort
 Quicksort in the Worst-Case Scenario
 Quickselect
 Sorting as a Key to Other Algorithms
 Wrapping Up
 Exercises
14. Node-Based Data Structures
 Linked Lists
 Implementing a Linked List
 Reading
 Searching
 Insertion
 Deletion
 Efficiency of Linked List Operations
 Linked Lists in Action
 Doubly Linked Lists

Queues as Doubly Linked Lists
 Wrapping Up
 Exercises
15. Speeding Up All the Things with Binary Search Trees
 Trees
 Binary Search Trees
 Searching
 Insertion
 Deletion
 Binary Search Trees in Action
 Binary Search Tree Traversal
 Wrapping Up
 Exercises
16. Keeping Your Priorities Straight with Heaps
 Priority Queues
 Heaps
 Heap Properties
 Heap Insertion
 Looking for the Last Node
 Heap Deletion
 Heaps vs. Ordered Arrays
 The
Problem of the Last Node…Again
 Arrays as Heaps
 Heaps as Priority Queues
 Wrapping Up
 Exercises
17. It Doesn't Hurt to Trie
 Tries
 Storing Words
 Trie Search
 The Efficiency of Trie Search
 Trie Insertion
 Building Autocomplete
 Completing Autocomplete
 Tries with Values: A Better Autocomplete
 Wrapping Up
 Exercises
18. Connecting Everything with Graphs
 Graphs
 Directed Graphs
 Object-Oriented Graph Implementation
 Graph Search

Depth-First Search
 Breadth-First Search
 The Efficiency of Graph Search
 Weighted Graphs
 Dijkstra’s Algorithm
 Wrapping Up
 Exercises
19. Dealing with Space Constraints
 Big O of Space Complexity
 Trade-Offs Between Time and Space
 The Hidden Cost of Recursion
 Wrapping Up
 Exercises
20. Techniques for Code Optimization
 Prerequisite: Determine Your Current Big O
 Start Here: The Best-Imaginable Big O
 Magical Lookups
 Recognizing Patterns

Greedy Algorithms
 Change the Data Structure
 Wrapping Up
 Parting Thoughts
 Exercises
A1. Exercise Solutions
 Chapter 1
 Chapter 2
 Chapter 3
 Chapter 4
 Chapter 5
 Chapter 6
 Chapter 7
 Chapter 8
 Chapter 9
 Chapter 10
 Chapter 11
 Chapter 12
 Chapter 13
 Chapter 14
 Chapter 15
 Chapter 16
 Chapter 17
 Chapter 18
 Chapter 19
 Chapter 20
Index
 – A –
 – B –
 – C –
 – D –
 – E –
 – F –
 – G –
 –
H –
 – I –
 – J –
 – K –
 – L –
 – M –
 – N –
 – O –
 – P –
 – Q –
 – R –
 – S –
 – T –
 – U –
 – V –
 – W –

Early Praise for A Common-Sense Guide to Data Structures and Algorithms, Second Edition If you—like me—got into coding without the benefit of a “traditional” computer science education, this book is a fantastic way to pick up the basics of how to think about algorithms, as well as how to use and implement a range of common data
structures. All that, presented in plain language with a minimum of jargon, and a fun, pleasant tone! A great read for folks looking to pick up foundational programming knowledge. ➤ John Anderson VP, Technology, Infinity Interactive I’ve been coding for well over 30 years and one thing I’ve learned is to ALWAYS return to basics. A Common-Sense Guide to Data Structures and Algorithms has been a great way for me to re-assert all the assumptions I’ve made in the past, and re-cement my understanding
of the core skills I’ll use in the future. Don’t buy this book if you think it’ll help you on whiteboarding tests. Those tests suck anyway. Buy this book to continue a path to real algorithmic thinking. Whether you’re early in your career or further along like me, you want a full toolbox of data structures and the common (and not so common) algorithms that complement them. Even better, you’ll learn how, when, and why to optimize your code. You’ll make it work, make it fast, then make it
elegant—and learn the trade-offs along the way. ➤ Scott Hanselman Microsoft Programmer, Professor, Blogger, Podcast
 Despite being a software professional for fifteen years, I’ve learnt a great deal from this updated edition. This is also the book I wish I’d had twenty years ago, when learning these concepts as an undergraduate. It’s like I have a new superpower tuning me in to the opportunities hash tables can provide to improve the Big O of code. Forget what it looks like, forget what it
feels like, forget what you think it is, forget what habits you’ve accumulated: forget all that stuff; it won’t give you the most efficient Big O! ➤ Nigel Lowry Principal Consultant, Lemmata The second edition of this book includes many worthy additions to an already excellent resource for learning data structures and algorithms. Additional commonsense explanations of topics like dynamic programming, and questions to check your understanding at the end of each chapter, make this book invaluable
to developers with or without a computer science background. ➤ Jason Pike Senior Software Engineer, KEYSYS Consulting The perfect introduction to algorithms and structures for beginners. Highly recommended! ➤ Brian Schau Lead Developer, Schau Consulting
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 Preface Data
structures and algorithms are more than abstract concepts. Mastering them enables you to write code that is efficient, leading to software that runs faster and consumes less memory. This is a big deal for today’s software applications, which exist on increasingly mobile platforms and handle increasingly greater amounts of data. The problem with most resources on these subjects, though, is that they are...well...obtuse. Most texts go heavy on the math jargon, and if you are not a mathematician,
it can be difficult to grasp what on Earth is going on. Even books that claim to make algorithms “easy” seem to assume that the reader has an advanced math degree. Because of this, too many people shy away from these concepts, feeling that they are not “smart” enough to understand them. The truth, though, is that everything about data structures and algorithms boils down to common sense. Mathematical notation itself is simply a particular language, and everything in math can also be explained
with common-sense terminology. In this book, I use that common-sense language (plus a lot of diagrams!) to explain these concepts in simple, and dare I say, enjoyable ways. Once you understand these concepts, you will be equipped to write code that is efficient, fast, and elegant. You will be able to weigh the pros and cons of various code alternatives, and be able to make educated decisions as to which code is best for the given situation. In this book, I go out of my way to make these concepts
real and practical with ideas that you can make use of today. Sure, you’ll learn some really cool computer science along the way. But this book is about taking that seemingly abstract stuff and making it directly practical. You’ll be writing better code and faster software by the time you’re done reading this book.
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 • xiv
 Who Is This Book For? This book is ideal for several audiences: • You are a computer science student who wants a
text that explains data structures and algorithms in plain English. This book can serve as a supplement to whatever “classic” textbook you happen to be using. • You are a beginning developer who knows basic programming, but wants to learn the fundamentals of computer science to write better code and increase your programming knowledge and skills. • You are a self-taught developer who has never studied formal computer science (or a developer who did but forgot everything!) and wants to leverage
the power of data structures and algorithms to write more scalable and elegant code. Whoever you may be, I tried to write this book so it can be accessed and enjoyed by people of all skill levels.
 What’s New in the Second Edition Why a second edition? In the few years since the original edition was published, I’ve had the opportunity to teach these topics to various audiences. Over time, I continued to refine my explanations as well as discover additional topics that I thought were
exciting and important. There was also quite a bit of demand for hands-on exercises that would help people gain practice with these concepts. Accordingly, the second edition has the following new features: 1. Revised material. I’ve made significant revisions to the original chapters for the sake of clarity. While I thought that the first edition did a pretty good job in making these complex topics easy to understand, I found that there was room to make certain areas even clearer. Many sections
of the original chapters have been entirely rewritten, and I’ve added brand-new sections as well. I feel that these revisions alone have enhanced the book to make it worthy of a new edition. 2. New chapters and topics. The second edition contains six new chapters that cover topics I’m particularly excited about. The book has always blended practice with theory, but I added even more material that you can take straight to the bank. The chapters Big O in Everyday Code and Techniques for Code
Optimization focus exclusively
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 on day-to-day code, and how knowledge of data structures and algorithms can help you write more efficient software. I went all out when it came to recursion. While the previous edition contained a chapter on this topic, I devoted an entirely new chapter, Learning to Write in Recursive, to teach you how to write recursive code, which can be confusing for beginners. I haven’t seen this
explained anywhere else, and I think it’s a unique and valuable addition. I also added the chapter, Dynamic Programming, which is a popular subject, and one critical to making recursive code more efficient. There are many data structures out there, and it’s difficult to select which to include and which to leave out. However, there’s been increased demand to learn about heaps and tries, and I’ve found them to be fascinating as well. Hence the chapters, Keeping Your Priorities Straight with Heaps
and It Doesn't Hurt to Trie. 3. Exercises and solutions. Each chapter now has a number of exercises that allow you to gain hands-on practice with each topic within the book. I also added detailed solutions, which are available in an appendix at the back of the book. This is a significant enhancement that transforms the book into a more complete learning experience.
 What’s in This Book? As you may have guessed, this book talks quite a bit about data structures and algorithms. More
specifically, the book is laid out as follows: In Why Data Structures Matter and Why Algorithms Matter, I explain what data structures and algorithms are and explore the concept of time complexity—which is used to determine how fast an algorithm is. In the process, I also talk a great deal about arrays, sets, and binary search. In O Yes! Big O Notation, I unveil Big O Notation and explain it in terms that are easy to understand. We use this notation throughout the book, so this chapter is pretty
important. In Speeding Up Your Code with Big O, Optimizing Code with and Without Big O, and Optimizing for Optimistic Scenarios, we delve further into Big O Notation and use it to make our day-to-day code faster. Along the way, I cover various sorting algorithms, including Bubble Sort, Selection Sort, and Insertion Sort. In Big O in Everyday Code, you apply all that you learned about Big O Notation and analyze the efficiency of code from the real world.
 report erratum • discuss

Preface
 • xvi
 In Blazing Fast Lookup with Hash Tables and Crafting Elegant Code, I discuss a few additional data structures, including hash tables, stacks, and queues. I show how they impact the speed and elegance of our code and how we can use them to solve real-world problems. Recursively Recurse with Recursion introduces recursion, an anchor concept in the world of computer science. We break it down in this chapter and see how it can be a great tool for certain situations.
Learning to Write in Recursive teaches you how to write recursive code, which can otherwise be quite confusing. Dynamic Programming shows you how to optimize recursive code and prevent it from spiraling out of control. And Recursive Algorithms for Speed shows you how to use recursion as the foundation for turbo-fast algorithms like Quicksort and Quickselect, and takes your algorithm-development skills up a few notches. The following chapters, Node-Based Data Structures, Speeding Up All the
Things, Keeping Your Priorities Straight with Heaps, It Doesn't Hurt to Trie, and Connecting Everything with Graphs, explore node-based data structures including the linked list, the binary tree, the heap, the trie, and the graph, and show how each is ideal for various applications. Dealing with Space Constraints explores space complexity, which is important when programming for devices with relatively small amounts of disk space, or when dealing with big data. The final chapter, Techniques for
Code Optimization, walks you through various practical techniques for optimizing the efficiency of code, and gives you new ideas for improving the code you write every day.
 How to Read This Book You’ve got to read this book in order. There are books out there where you can read each chapter independently and skip around a bit, but this isn’t one of them. Each chapter assumes you’ve read the previous ones, and the book is carefully constructed so you can ramp up your understanding as you
proceed. That being said, there are certain chapters in the latter half of the book that don’t depend entirely on each other. The diagram on page xvii depicts which chapters are prerequisites for other chapters. For example, you could technically skip from Chapter 10 to Chapter 13 if you wanted to. (Oh! And this diagram is based on a data structure called a tree. You’re going to learn about it in Chapter 15.)
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Another important note: to make this book easy to understand, I don’t always reveal everything about a particular concept when I first introduce it. Sometimes, the best way to break down a complex concept is to reveal a small piece of it, and only reveal the next piece when the first piece has sunken in. If I
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 define a particular term as such-and-such, don’t take that as the textbook definition until you’ve completed the entire
section on that topic. It’s a trade-off: to make the book digestible, I’ve chosen to oversimplify certain concepts at first and clarify them over time, rather than ensure that every sentence is completely, academically, accurate. But don’t worry too much, because by the end, you’ll see the entire accurate picture.
 Code Examples The concepts in this book aren’t specific to one particular programming language. Because of this, I chose to use a variety of languages to demo the examples in
this book. The examples are written in Ruby, Python, and JavaScript, so having a basic understanding of these languages would be helpful. That being said, I’ve tried to write the examples in such a way that even if you’re not familiar with the language of a given example, you should be able to follow along. To help with this, I don’t always follow the popular idioms for each language where I feel that an idiom may confuse someone new to that particular language. I understand that having the book
switch languages frequently can come with a certain mental switching cost. However, I felt that it was important to keep the book language-agnostic. And again, I’ve tried to keep the code in all languages easy to read and straightforward. There are some longer code snippets under the headings that read “Code Implementation.” I certainly encourage you to study these code samples, but you don’t necessarily have to understand every last line in order to proceed to the next section of the book. If
these long pieces of code are bogging you down, just skip (or skim) them for now. Finally, it’s important to note that not every code snippet is “production ready.” My greatest focus has been to clarify the concept at hand, and while I did also try to make the code generally complete, I may not have accounted for every edge case. There’s certainly room for you to optimize the code further—so feel free to go crazy with that!
 Online Resources This book has its own web page1 on which you can
find more information about the book and help improve it by reporting errata, including content suggestions and typos. 1.
 https://pragprog.com/titles/jwdsal2
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 CHAPTER 1
 Why Data Structures Matter When people first learn to code, their focus is—and should be—on getting their code to run properly. Their code is measured using one simple metric: does the code actually work? As software engineers gain more experience, though, they begin to learn about additional layers and nuances regarding the quality of their code. They learn that there can be two snippets of code that
both accomplish the same task, but that one snippet is better than the other. There are numerous measures of code quality. One important measure is code maintainability. Maintainability of code involves aspects such as the readability, organization, and modularity of one’s code. However, there’s another aspect of high-quality code, and that is code efficiency. For example, you can have two code snippets that both achieve the same goal, but one runs faster than the other. Take a look at these two
functions, both of which print all the even numbers from 2 to 100: def print_numbers_version_one(): number = 2 while number value_at_midpoint lower_bound = midpoint + 1 end end # If we've narrowed the bounds until they've reached each other, that # means that the value we're searching for is not contained within # this array: return nil end
 Let’s break this down. As with the linear_search method, binary_search accepts the array and the search_value as arguments. Here’s an example of how
to call this method: p binary_search([3, 17, 75, 80, 202], 22)
 The method first establishes the range of indexes in which the search_value might be found. We do this with: lower_bound = 0 upper_bound = array.length - 1
 Because, when starting our search, the search_value might be found anywhere within the entire array, we establish the lower_bound as the first index and the upper_bound as the last index. The essence of the search takes place within the while loop: while lower_bound
list[i+1]: list[i], list[i+1] = list[i+1], list[i] sorted = False unsorted_until_index -= 1 return list
 To use this function, we can pass an unsorted array to it, like so: print(bubble_sort([65, 55, 45, 35, 25, 15, 10]))
 This function will then return the sorted array. Let’s break the function down line by line to see how it works. I’ll explain each line by first providing the explanation, followed by the line of code itself. The first thing we do is create a variable called
unsorted_until_index. This keeps track of the rightmost index of the array that has not yet been sorted. When we first start the algorithm, the array is completely unsorted, so we initialize this variable to be the final index in the array:
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 unsorted_until_index = len(list) - 1
 We also create a variable called sorted that will keep track of whether the array is fully sorted. Of course, when our code
first runs, it isn’t, so we set it to False: sorted = False
 We begin a while loop that continues to run as long as the array is not sorted. Each round of this loop represents a pass-through of the array: while not sorted:
 Next, we preliminarily establish sorted to be True: sorted = True
 The approach here is that in each pass-through, we’ll assume the array is sorted until we encounter a swap, in which case we’ll change the variable back to False. If we get through an entire
pass-through without having to make any swaps, sorted will remain True, and we’ll know that the array is completely sorted. Within the while loop, we begin a for loop in which we point to each pair of values in the array. We use the variable i as our first pointer, and it starts from the beginning of the array and goes until the index that has not yet been sorted: for i in range(unsorted_until_index):
 Within this loop, we compare each pair of adjacent values and swap those values if
they’re out of order. We also change sorted to False if we have to make a swap: if list[i] > list[i+1]: list[i], list[i+1] = list[i+1], list[i] sorted = False
 At the end of each pass-through, we know that the value we bubbled up all the way to the right is now in its correct position. Because of this, we decrement the unsorted_until_index by 1, since the index it was already pointing to is now sorted: unsorted_until_index -= 1
 The while loop ends once sorted is True, meaning the
array is completely sorted. Once this is the case, we return the sorted array: return list
 The Efficiency of Bubble Sort The Bubble Sort algorithm contains two significant kinds of steps:
 report erratum • discuss
 Chapter 4. Speeding Up Your Code with Big O
 • 54
 • Comparisons: two numbers are compared with one another to determine which is greater. • Swaps: two numbers are swapped with one another in order to sort them. Let’s start by determining how many
comparisons take place in Bubble Sort. Our example array has five elements. Looking back, you can see that in our first pass-through, we had to make four comparisons between sets of two numbers. In our second pass-through, we only had to make three comparisons. This is because we didn’t have to compare the final two numbers, since we knew that the final number was in the correct spot due to the first pass-through. In our third pass-through, we made two comparisons, and in our fourth passthrough,
we made just one comparison. So, that’s: 4 + 3 + 2 + 1 = 10 comparisons. To put it this in a way that would hold true for arrays of all sizes, we’d say that for N elements, we make (N - 1) + (N - 2) + (N - 3) … + 1 comparisons. Now that we’ve analyzed the number of comparisons that take place in Bubble Sort, let’s analyze the swaps. In a worst-case scenario, where the array is sorted in descending order (the exact opposite of what we want), we’d actually need a swap for each comparison. So, we’d
have 10 comparisons and 10 swaps in such a scenario for a grand total of 20 steps. Let’s look at the big picture. With an array containing five values in reverse order, we make 4 + 3 + 2 + 1 = 10 comparisons. Along with the 10 comparisons, we also have 10 swaps, totaling 20 steps. For such an array with 10 values, we get 9 + 8 + 7 + 6 + 5 + 4 + 3 + 2 + 1 = 45 comparisons, and another 45 swaps. That’s a total of 90 steps. With an array containing 20 values, we’d have: 19 + 18 + 17 + 16 + 15 + 14
+ 13 + 12 + 11 + 10 + 9 + 8 + 7 + 6 + 5 + 4 + 3 + 2 + 1 = 190 comparisons, and approximately 190 swaps, for a total of 380 steps.
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 Notice the inefficiency here. As the number of elements increases, the number of steps grows exponentially. We can see this clearly in the following table: N Data Elements
 Max # of Steps
 5
 20
 10
 90
 20
 380
 40
 1560

80
 6320
 If you look at the growth of steps as N increases, you’ll see that it’s growing by approximately N2. Take a look at the following table: N Data Elements
 # of Bubble Sort Steps
 N2
 5
 20
 25
 10
 90
 100
 20
 380
 400
 40
 1560
 1600
 80
 6320
 6400
 Let’s express the time complexity of Bubble Sort with Big O Notation. Remember, Big O always answers the key question:
if there are N data elements, how many steps will the algorithm take? Because for N values, Bubble Sort takes N2 steps, in Big O, we say that Bubble Sort has an efficiency of O(N2). O(N2) is considered to be a relatively inefficient algorithm, since as the data increases, the steps increase dramatically. Look at this graph, which compares O(N2) against the faster O(N):
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 Note how O(N2) curves
sharply upward in terms of number of steps as the data grows. Compare this with O(N), which plots along a simple, diagonal line. One last note: O(N2) is also referred to as quadratic time.
 A Quadratic Problem Here’s a practical example of where we can replace a slow O(N2) algorithm with a speedy O(N) one. Let’s say you’re working on a JavaScript application that analyzes the ratings people give to products, where users leave ratings from 1 to 10. Specifically, you’re writing a function
that checks whether an array of ratings contains any duplicate numbers. This will be used in more complex calculations in other parts of the software. For example, the array [1, 5, 3, 9, 1, 4] has two instances of the number 1, so we’d return true to indicate that the array has a case of duplicate numbers. One of the first approaches that may come to mind is the use of nested loops, as follows: function hasDuplicateValue(array) { for(let i = 0; i < array.length; i++) { for(let j = 0; j <
array.length; j++) { if(i !== j && array[i] === array[j]) { return true; } } } return false; }
 In this function, we iterate through each value of the array using the variable i. As we focus on each value in i, we then run a second loop that looks through all the values in the array—using j—and checks if the values at positions i and j are the same. If they are, it means we’ve encountered duplicate values and we return true. If we get through all of the looping and we haven’t
encountered any duplicates, we return false, since we know that there are no duplicates in the array. While this certainly works, is it efficient? Now that we know a bit about Big O Notation, let’s take a step back and see what Big O would say about this function. Remember that Big O expresses how many steps the algorithm takes relative to N data values. To apply this to our situation, we’d ask ourselves: for N
 report erratum • discuss
 A Quadratic Problem
 • 57
 values
in the array provided to our hasDuplicateValue function, how many steps would our algorithm take in a worst-case scenario? To answer the preceding question, we need to analyze what steps our function takes, as well as what the worst-case scenario would be. The preceding function has one type of step, namely comparisons. It repeatedly compares array[i] and array[j] to see if they are equal and therefore represent a duplicate pair. In a worst-case scenario, the array contains no duplicates, which
would force our code to complete all of the loops and exhaust every possible comparison before returning false. Based on this, we can conclude that for N values in the array, our function would perform N2 comparisons. This is because we perform an outer loop that must iterate N times to get through the entire array, and for each iteration, we must iterate another N times with our inner loop. That’s N steps * N steps, which is N2 steps, leaving us with an algorithm of O(N2). We can actually prove
that our function takes N2 steps by adding some code to our function that tracks the algorithm’s number of steps: function hasDuplicateValue(array) { let steps = 0; // count of steps for(let i = 0; i < array.length; i++) { for(let j = 0; j < array.length; j++) { steps++; // increment number of steps if(i !== j && array[i] === array[j]) { return true; } } } console.log(steps); // print number of steps if no duplicates return false; }
 This added code will print the number of
steps taken when there are no duplicates. If we run hasDuplicateValue([1, 4, 5, 2, 9]), for example, we’ll see an output of 25 in the JavaScript console, indicating that there were 25 comparisons for the 5 elements in the array. If we test this for other values, we’ll see that the output is always the size of the array squared. This is classic O(N2). Very often (but not always), when an algorithm nests one loop inside another, the algorithm is O(N2). So, whenever you see a nested loop, O(N2)
alarm bells should go off in your head. Now, the fact that our function is O(N2) should give us pause. This is because O(N2) is considered a relatively slow algorithm. Whenever you encounter a
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 slow algorithm, it’s worth spending some time to consider whether there are any faster alternatives. There may not be any better alternatives, but let’s first make sure.
 A Linear Solution Following
is another implementation of the hasDuplicateValue function that doesn’t rely on nested loops. It’s a bit clever, so let’s first look at how it works and then we’ll see if it’s any more efficient than our first implementation. function hasDuplicateValue(array) { let existingNumbers = []; for(let i = 0; i < array.length; i++) { if(existingNumbers[array[i]] === 1) { return true; } else { existingNumbers[array[i]] = 1; } } return false; }
 Here’s what this function does. It creates an
array called existingNumbers, which starts out empty. Then, we use a loop to check each number in the array. As it encounters each number, it places an arbitrary value (we’ve chosen to use a 1) in the existingNumbers array at the index of the number we’re encountering. For example, let’s say our array is [3, 5, 8]. When we encounter the 3, we place a 1 at index 3 of existingNumbers. So, the existingNumbers array will now be the rough equivalent of this: [undefined, undefined, undefined, 1]

 There’s now a 1 at index 3 of existingNumbers, to indicate and remember for the future that we’ve already encountered a 3 in our given array. When our loop then encounters the 5 from the given array, it adds a 1 to index 5 of existingNumbers: [undefined, undefined, undefined, 1, undefined, 1]
 Finally, when we reach the 8, existingNumbers will now look like this: [undefined, undefined, undefined, 1, undefined, 1, undefined, undefined, 1]
 Essentially, we’re using the indexes of
existingNumbers to remember which numbers from the array we’ve seen so far.
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 Now, here’s the real trick. Before the code stores a 1 in the appropriate index, it first checks to see whether that index already has a 1 as its value. If it does, this means we’ve already encountered that number, meaning we found a duplicate. If this is the case, we simply return true and cut the function short. If we get to the end of the loop
without having returned true, it means there are no duplicates and we return false. To determine the efficiency of this new algorithm in terms of Big O, we once again need to determine the number of steps the algorithm takes in a worstcase scenario. Here, the significant type of step is looking at each number and checking whether the value of its index in existingNumbers is a 1: if(existingNumbers[array[i]] === 1)
 (In addition to the comparisons, we also make insertions into the
existingNumbers array, but we’re considering that kind of step trivial in this analysis. More on this in the next chapter.) In terms of the worst-case scenario, such a scenario would occur when the array contains no duplicates, in which case our function must complete the entire loop. This new algorithm appears to make N comparisons for N data elements. This is because there’s only one loop, and it simply iterates for as many numbers as there are in the array. We can test out this theory by
tracking the steps in the JavaScript console: function hasDuplicateValue(array) { let steps = 0; let existingNumbers = []; for(let i = 0; i < array.length; i++) { steps++; if(existingNumbers[array[i]] === 1) { return true; } else { existingNumbers[array[i]] = 1; } } console.log(steps); return false; }
 If we run hasDuplicateValue([1, 4, 5, 2, 9]) now, we’ll see that the output in the JavaScript console is 5, which is the same as the size of our array. We’d find this to be true across
arrays of all sizes. This algorithm, then, is O(N).
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 We know that O(N) is much faster than O(N2), so by using this second approach, we’ve optimized our hasDuplicateValue function significantly. This is a huge speed boost. (There is actually one disadvantage with this new implementation, namely that this approach will consume more memory than the first approach. Don’t worry about this for now;
we’ll discuss this at length in Dealing with Space Constraints.)
 Wrapping Up It’s clear that having a solid understanding of Big O Notation can enable you to identify slow code and select the faster of two competing algorithms. However, there are situations in which Big O Notation will have us believe that two algorithms have the same speed, while one is actually faster. In the next chapter, you’re going to learn how to evaluate the efficiencies of various algorithms even when Big O isn’t
nuanced enough to do so.
 Exercises The following exercises provide you with the opportunity to practice with speeding up your code. The solutions to these exercises are found in the section, Chapter 4, on page 441. 1. Replace the question marks in the following table to describe how many steps occur for a given number of data elements across various types of Big O: N Elements
 O(N)
 O(log N)
 O(N2)
 100
 100
 ?
 ?
 2000
 ?
 ?

 ?
 2. If we have an O(N2) algorithm that processes an array and find that it takes 256 steps, what is the size of the array? 3. Use Big O Notation to describe the time complexity of the following function. It finds the greatest product of any pair of two numbers within a given array: def greatestProduct(array): greatestProductSoFar = array[0] * array[1] for i, iVal in enumerate(array): for j, jVal in enumerate(array): if i != j and iVal * jVal > greatestProductSoFar:
greatestProductSoFar = iVal * jVal return greatestProductSoFar
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 4. The following function finds the greatest single number within an array, but has an efficiency of O(N2). Rewrite the function so that it becomes a speedy O(N): def greatestNumber(array): for i in array: # Assume for now that i is the greatest: isIValTheGreatest = True for j in array: # If we find another value that is greater than i, # i is not the greatest: if j
> i: isIValTheGreatest = False # If, by the time we checked all the other numbers, i # is still the greatest, it means that i is the greatest number: if isIValTheGreatest: return i
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 Optimizing Code with and Without Big O We’ve seen that Big O Notation is a great tool for comparing algorithms and determining which algorithm should be used for a given situation. However, it’s certainly not the only tool. In fact, there may be times when two
competing algorithms are described in the same way using Big O, yet one algorithm is faster than the other. In this chapter, you’re going to learn how to discern between two algorithms that seem to have the same efficiency, and how to select the faster of the two.
 Selection Sort In the previous chapter, we explored a sorting algorithm known as Bubble Sort, which had an efficiency of O(N2). We’re now going to dig into another sorting algorithm called Selection Sort, and see how it measures
up to Bubble Sort. The steps of Selection Sort are as follows: 1. We check each cell of the array from left to right to determine which value is least. As we move from cell to cell, we keep track of the lowest value we’ve encountered so far. (We’ll do this by storing its index in a variable.) If we encounter a cell that contains a value that is even lower than the one in our variable, we replace it so that the variable now points to the new index. See the following diagram:
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 2. Once we’ve determined which index contains the lowest value, we swap its value with the value we began the pass-through with. This would be index 0 in the first pass-through, index 1 in the second pass-through, and so on. The diagram here illustrates making the swap of the first pass-through. 3. Each pass-through consists of Steps 1 and 2. We repeat the pass-throughs until we reach a pass-through that would
start at the end of the array. By this point, the array will have been fully sorted.
 Selection Sort in Action Let’s walk through the steps of Selection Sort using the example array, [4, 2, 7, 1, 3]. We begin our first pass-through: We set things up by inspecting the value at index 0. By definition, it’s the lowest value in the array we’ve encountered so far (as it’s the only value we’ve encountered so far), so we keep track of its index in a variable:
 Step 1: We compare the 2 with
the lowest value so far (which happens to be 4):
 The 2 is even less than the 4, so it becomes the lowest value so far:
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 Step 2: We compare the next value—the 7—with the lowest value so far. The 7 is greater than the 2, so 2 remains our lowest value:
 Step 3: We compare the 1 with the lowest value so far:
 Because the 1 is even less than the 2, 1 becomes our new lowest value:
 Step 4: We
compare the 3 to the lowest value so far, which is the 1. We’ve reached the end of the array, and we’ve determined that 1 is the lowest value out of the entire array:
 Step 5: Because 1 is the lowest value, we swap it with whatever value is at index 0—the index we began this pass-through with:
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 Since we’ve moved the lowest value to the beginning of the array, that means the lowest
value is now in its correct spot:
 We are now ready to begin our second pass-through. Setup: The first cell—index 0—is already sorted, so this pass-through begins at the next cell, which is index 1. The value at index 1 is the number 2, and it is the lowest value we’ve encountered in this pass-through so far:
 Step 6: We compare the 7 with the lowest value so far. The 2 is less than the 7, so 2 remains our lowest value:
 Step 7: We compare the 4 with the lowest value so far.
The 2 is less than the 4, so 2 remains our lowest value:
 Step 8: We compare the 3 with the lowest value so far. The 2 is less than the 3, so 2 remains our lowest value:
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 We’ve reached the end of the array. Since the lowest value from this passthrough was already in its correct spot, we don’t need to perform a swap. This ends our second pass-through, leaving us with:
 We now begin the third
pass-through. Setup: We begin at index 2, which contains the value 7. The 7 is the lowest value we’ve encountered so far in this pass-through:
 Step 9: We compare the 4 with the 7:
 We note that 4 is our new lowest value:
 Step 10: We encounter the 3, which is even lower than the 4:
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 The 3 becomes our new lowest value:
 Step 11: We’ve reached the end of the array, so
we swap the 3 with the value we started our pass-through with, which is the 7:
 We now know that the 3 is in the correct place within the array:
 While you and I can both see that the entire array is correctly sorted at this point, the computer does not know this yet, so it must begin a fourth passthrough. Setup: We begin the pass-through with index 3. The 4 is the lowest value so far:
 Step 12: We compare the 7 with the 4:
 The 4 remains the lowest value we’ve
encountered in this pass-through so far, so we don’t need to swap it, since it’s already in the correct place.
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 Because all the cells besides the last one are correctly sorted, that must mean the last cell is also in the correct order, and our entire array is properly sorted:
 Code Implementation: Selection Sort Here’s a JavaScript implementation of Selection Sort: function selectionSort(array) { for(let i =
0; i < array.length - 1; i++) { let lowestNumberIndex = i; for(let j = i + 1; j < array.length; j++) { if(array[j] < array[lowestNumberIndex]) { lowestNumberIndex = j; } } if(lowestNumberIndex != i) { let temp = array[i]; array[i] = array[lowestNumberIndex]; array[lowestNumberIndex] = temp; } } return array; }
 Let’s break this down line by line. We begin a loop that represents each pass-through. It uses the variable i to point to each value of the array, and goes up through the
second-to-last value: for(let i = 0; i < array.length - 1; i++) {
 It doesn’t need to run for the last value itself, since the array will be fully sorted by that point. Next, begin keeping track of the index containing the lowest value we encounter so far: let lowestNumberIndex = i;
 This lowestNumberIndex will be 0 at the beginning of the first pass-through, 1 at the beginning of the second, and so on. The reason we specifically keep track of the index is because we’ll need
access to both the lowest value and its index in the rest of our code, and we can use the index to reference both. (We can check the lowest value by calling array[lowestNumberIndex]).
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 Within each pass-through, we check the remaining values of the array to see if there might be a lower value than the current lowest value: for(let j = i + 1; j < array.length; j++) {
 Indeed, if we
find a lower value, we store this new value’s index in lowestNumberIndex: if(array[j] < array[lowestNumberIndex]) { lowestNumberIndex = j; }
 By the end of the inner loop, we’ll have found the index of the lowest number from this pass-through. If the lowest value from this pass-through is already in its correct place (which would happen when the lowest value is the first value we encounter in the passthrough), we don’t need to do anything. But if the lowest value is not in its correct
place, we need to perform a swap. Specifically, we swap the lowest value with the value at i, which was the index we started the pass-through with: if(lowestNumberIndex != i) { let temp = array[i]; array[i] = array[lowestNumberIndex]; array[lowestNumberIndex] = temp; }
 Finally, we return the sorted array: return array;
 The Efficiency of Selection Sort Selection Sort contains two types of steps: comparisons and swaps. That is, we compare each value with the lowest number we’ve
encountered in each pass-through, and we swap the lowest number into its correct position. Looking back at our example array that contains five elements, we had to make a total of 10 comparisons. Let’s break it down in the following table: Pass-Through #
 # of Comparisons
 1
 4 comparisons
 2
 3 comparisons
 3
 2 comparisons
 4
 1 comparison
 That’s a grand total of 4 + 3 + 2 + 1 = 10 comparisons.
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 To put it in a way that works for arrays of all sizes, we’d say that for N elements, we make (N - 1) + (N - 2) + (N - 3) … + 1 comparisons. As for swaps, though, we only need to make a maximum of one swap per passthrough. This is because in each pass-through, we make either one or zero swaps, depending on whether the lowest number of that pass-through is already in the correct position. Contrast this with Bubble Sort, where in a worst-case scenario—an array
in descending order—we have to make a swap for each and every comparison. Here’s a side-by-side comparison of Bubble Sort and Selection Sort: N Elements
 Max # of Steps in Bubble Sort
 Max # of Steps in Selection Sort
 5
 20
 14 (10 comparisons + 4 swaps)
 10
 90
 54 (45 comparisons + 9 swaps)
 20
 380
 199 (180 comparisons + 19 swaps)
 40
 1560
 819 (780 comparisons + 39 swaps)
 80
 6320
 3239
(3160 comparisons + 79 swaps)
 From this comparison, it’s clear Selection Sort takes about half the number of steps Bubble Sort does, indicating that Selection Sort is twice as fast.
 Ignoring Constants But here’s the funny thing: in the world of Big O Notation, Selection Sort and Bubble Sort are described in exactly the same way. Again, Big O Notation answers the key question: if there are N data elements, how many steps will the algorithm take? Because Selection Sort takes roughly
half of N2 steps, it would seem reasonable that we’d describe the efficiency of Selection Sort as being O(N2 / 2). That is, for N data elements, there are N2 / 2 steps. The following table bears this out: N2 / 2
 Max # of Steps in Selection Sort
 5 / 2 = 12.5
 14
 N Elements
 5 10 20 40 80
 2
 2
 10 / 2 = 50
 54
 2
 199
 2
 819
 20 / 2 = 200 40 / 2 = 800 2
 80 / 2 = 3200
 3239
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 In reality, however, Selection Sort is described in Big O as O(N2), just like Bubble Sort. This is because of a major rule of Big O that I’m now introducing for the first time: Big O Notation ignores constants. This is simply a mathematical way of saying that Big O Notation never includes regular numbers that aren’t an exponent. We simply drop these regular numbers from the expression. In our case, then, even
though the algorithm takes N2 / 2 steps, we drop the “/ 2” because it’s a regular number, and express the efficiency as O(N2). Here’s a few more examples: For an algorithm that takes N / 2 steps, we’d call it O(N). An algorithm that takes N2 + 10 steps would be expressed as O(N2), since we drop the 10, which is a regular number. With an algorithm that takes 2N steps (meaning N * 2), we drop the regular number and call it O(N). Even O(100N), which is 100 times slower than O(N), is also referred
to as O(N). Offhand, it would seem that this rule would render Big O Notation entirely useless, as you can have two algorithms that are described in the same exact way with Big O, and yet one can be 100 times faster than the other. And that’s exactly what we’re seeing here with Selection Sort and Bubble Sort. Both are described in Big O as O(N2), but Selection Sort is actually twice as fast as Bubble Sort. So, what gives?
 Big O Categories This leads us to the next concept within Big O:
Big O Notation only concerns itself with general categories of algorithm speeds. As an analogy, let’s talk about physical buildings. There are, of course, many different types of buildings. There are one-floor single-family homes, and twofloor single-family homes, and three-floor single-family homes. There are highrise apartment buildings with varying numbers of floors. And there are skyscrapers with various heights and shapes. If we were to compare two buildings, one of which is a single-family
home and one of which is a skyscraper, it becomes almost moot to mention how many floors each one has. Because the two buildings are so incredibly different
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 in their sizes and functions, we don’t need to say, “This one is a two-story home, while the other is a one-hundred-floor skyscraper.” We may as well just call one a house and the other a skyscraper. Calling them by their general categories is enough to signify their
vast differences. The same applies to algorithm efficiencies. If we compare, say, an O(N) algorithm with an O(N2) algorithm, the two efficiencies are so different that it doesn’t really matter whether the O(N) algorithm is actually O(2N), or O(N / 2) or even O(100N). Now, here’s why O(N) and O(N2) are considered two separate categories, while O(N) and O(100N) are part of the same category. Remember The Soul of Big O, on page 37. Big O Notation doesn’t care merely about the number of steps an
algorithm takes. It cares about the long-term trajectory of the algorithm’s steps as the data increases. O(N) tells a story of straight growth—that the steps increase in a straight line according to some proportion of the data. This is true even when the steps are 100N. O(N2) tells a different story—one of exponential growth. Exponential growth is a completely different category compared to any form of O(N). This point is really driven home when we consider that O(N2) will, at some point in data
growth, become slower than O(N) multiplied by any factor. In the following graph, you can see how O(N2) becomes slower than various factors of N:
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 Therefore, when comparing two efficiencies that belong to two different categories of Big O, it’s enough to identify them by their general category. Talking about O(2N) when compared to O(N2) is like talking about a two-story house compared to a
skyscraper. We may as well just say that O(2N) is part of the general category of O(N). All the types of Big O we’ve encountered, whether it’s O(1), O(log N), O(N), O(N2), or the types we’ll encounter later in this book, are general categories of Big O that are widely different from each other. Multiplying or dividing the number of steps by a regular number doesn’t make them change to another category. However, when two algorithms fall under the same classification of Big O, it doesn’t
necessarily mean that both algorithms have the same speed. After all, Bubble Sort is twice as slow as Selection Sort even though both are O(N2). So, while Big O is perfect for contrasting algorithms that fall under different classifications of Big O, when two algorithms fall under the same classification, further analysis is required to determine which algorithm is faster.
 A Practical Example Let’s return to the very first code example from Chapter 1, with minor changes: def
print_numbers_version_one(upperLimit): number = 2 while number = 0:
 We then perform our comparison. That is, we check whether the value at position is greater than the temp_value: if array[position] > temp_value:
 If it is, we shift that left value to the right: array[position + 1] = array[position]
 We then decrement position by 1 to compare the next left value against the temp_value in the next round of the while loop: position = position - 1
 If at any point we
encounter a value at position that is greater or equal to the temp_value, we can get ready to end our pass-through, since it’s time to move the temp_value into the gap: else: break
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 The final step of each pass-through is moving the temp_value into the gap: array[position + 1] = temp_value
 After all pass-throughs have been completed, we return the sorted array: return array
 The
Efficiency of Insertion Sort Four types of steps occur in Insertion Sort: removals, comparisons, shifts, and insertions. To analyze the efficiency of Insertion Sort, we need to tally up each of these steps. First, let’s dig into comparisons. A comparison takes place each time we compare a value to the left of the gap with the temp_value. In a worst-case scenario, where the array is sorted in reverse order, we have to compare every number to the left of temp_value with temp_value in each
pass-through. This is because each value to the left of temp_value will always be greater than temp_value, so the pass-through will only end when the gap reaches the left end of the array. During the first pass-through, in which temp_value is the value at index 1, a maximum of one comparison is made, since there is only one value to the left of the temp_value. On the second pass-through, a maximum of two comparisons are made, and so on. On the final pass-through, we need to compare the
temp_value with every single value in the array besides temp_value itself. In other words, if there are N elements in the array, a maximum of N - 1 comparisons are made in the final pass-through. We can, therefore, formulate the total number of comparisons as: 1 + 2 + 3 + … + (N - 1) comparisons. In our example array that contains five elements, that’s a maximum of: 1 + 2 + 3 + 4 = 10 comparisons. For an array containing 10 elements, there would be: 1 + 2 + 3 + 4 + 5 + 6 + 7 + 8 + 9 = 45
comparisons. For an array containing 20 elements, there would be a total of 190 comparisons, and so on. When examining this pattern, it emerges that for an array containing N elements, there are approximately N2 / 2 comparisons. (102 / 2 is 50, and 202 / 2 is 200. We’ll look at this pattern more closely in the next chapter.)
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 Let’s continue analyzing the other types of steps. Shifts occur each time we move
a value one cell to the right. When an array is sorted in reverse order, there will be as many shifts as there are comparisons, since every comparison will force us to shift a value to the right. Let’s add up comparisons and shifts for a worst-case scenario: N2 / 2 comparisons 2
 + N / 2 shifts _____________________________
 N2 steps Removing and inserting the temp_value from the array happens once per passthrough. Since there are always N - 1 pass-throughs, we can conclude that
there are N - 1 removals and N - 1 insertions. So, now we’ve got: N2 comparisons and shifts combined N - 1 removals + N - 1 insertions _____________________________
 N2 + 2N - 2 steps You’ve already learned one major rule of Big O: that Big O ignores constants. With this rule in mind, we’d—at first glance—simplify this to O(N2 + N). However, there is another major rule of Big O that I’ll reveal now: Big O Notation only takes into account the highest order of N when we have multiple orders
added together. That is, if we have an algorithm that takes N4 + N3 + N2 + N steps, we only consider N4 to be significant—and just call it O(N4). Why is this? Look at the following table: N
 N2
 N3
 N4
 2
 4
 8
 16
 5
 25
 125
 625
 10
 100
 1,000
 10,000
 100
 10,000 1,000,000 100,000,000
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 As
N increases, N4 becomes so much more significant than any other order of N that the smaller orders are considered trivial. For example, when looking at the bottom row of the table, when we add N4 + N3 + N2 + N, we get a total of 101,010,100. But we may as well round that down to 100,000,000, which is accomplished by ignoring those lower orders of N. We can apply this same concept to Insertion Sort. Even though we’ve already simplified Insertion Sort down to N2 + N steps, we simplify the
expression further by throwing out the lower order, reducing it to O(N2). It emerges that in a worst-case scenario, Insertion Sort has the same time complexity as Bubble Sort and Selection Sort. They’re all O(N2). I noted in the previous chapter that although Bubble Sort and Selection Sort are both O(N2), Selection Sort is faster because Selection Sort has N2 / 2 steps compared with Bubble Sort’s N2 steps. At first glance, then, we’d say that Insertion Sort is as slow as Bubble Sort, since it
too takes about N2 steps. If I stop the book here, you’d walk away thinking that Selection Sort is the best choice out of the three, since it’s twice as fast as either Bubble Sort or Insertion Sort. But it’s actually not that simple.
 The Average Case Indeed, in a worst-case scenario, Selection Sort is faster than Insertion Sort. However, it is critical we also take into account the average-case scenario. Why? By definition, the cases that occur most frequently are average scenarios. Take
a look at this simple bell curve:
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 Best- and worst-case scenarios happen relatively infrequently. In the real world, average scenarios are what occur most of the time. Take a randomly sorted array, for example. What are the odds that the values will occur in perfect ascending or descending order? It’s much more likely that the values will be all over the place. Let’s examine Insertion Sort, then, in the context of all
scenarios. We’ve looked at how Insertion Sort performs in a worst-case scenario—where the array is sorted in descending order. In the worst case, we saw that in each pass-through, we compare and shift every value we encounter. (We calculated this to be a total of N2 comparisons and shifts.) In the best-case scenario, where the data is already sorted in ascending order, we end up making just one comparison per pass-through and not a single shift, since each value is already in its correct place.
Where data is randomly sorted, however, we’ll have pass-throughs in which we compare and shift all of the data, some of the data, or possibly none of the data. If you look at the preceding walk-through example in Insertion Sort in Action, on page 80, you’ll notice that in the first and third pass-throughs, we compare and shift all the data we encounter. In the fourth pass-through, we compare and shift just some of it, and in the second pass-through, we make just one comparison and shift no data
at all. (This variance occurs because some pass-throughs compare all the data to the left of the temp_value, while other pass-throughs end early, due to encountering a value that is less than the temp_value.) So, in the worst-case scenario, we compare and shift all the data, and in the best-case scenario, we shift none of the data (and just make one comparison per pass-through). For the average scenario, we can say that in the aggregate, we probably compare and shift about half the data. Thus,
if Insertion Sort takes N2 steps for the worst-case scenario, we’d say that it takes about N2 / 2 steps for the average scenario. (In terms of Big O, however, both scenarios are O(N2).) Let’s dive into some specific examples. The array, [1, 2, 3, 4] is already presorted, which is the best case. The worst case for the same data would be [4, 3, 2, 1], and an example of an average case might be [1, 3, 4, 2].
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 In the worst case ([4, 3, 2, 1]), there are six comparisons and six shifts, for a total of 12 steps. In an average case of [1, 3, 4, 2], there are four comparisons and two shifts, for a total of six steps. In the best case ([1, 2, 3, 4]), there are three comparisons and zero shifts. We can now see that the performance of Insertion Sort varies greatly based on the scenario. In the worst-case scenario, Insertion Sort takes N2 steps. In an average scenario, it takes N2 / 2 steps.
And in the best-case scenario, it takes about N steps. You can see these three types of performance in the following graph:
 Contrast this with Selection Sort. Selection Sort takes N2 / 2 steps in all cases, from worst to average to best-case scenarios. This is because Selection Sort doesn’t have any mechanism for ending a pass-through early at any point. Each pass-through compares every value to the right of the chosen index no matter what. Here’s a table that compares Selection Sort and
Insertion Sort: Best Case
 Average Case
 Worst Case
 Selection Sort
 N2 / 2
 N2 / 2
 N2 / 2
 Insertion Sort
 N
 N2 / 2
 N2
 So, which is better: Selection Sort or Insertion Sort? The answer is: well, it depends. In an average case—where an array is randomly sorted—they perform similarly. If you have reason to assume you’ll be dealing with data that is mostly sorted, Insertion Sort will be a better choice. If you have reason to
assume you’ll be dealing with data that is mostly sorted in reverse order, Selection Sort will be faster. If you have no idea what the data will be like, that’s essentially an average case, and both will be equal.
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 A Practical Example Suppose you are writing a JavaScript application, and somewhere in your code you find that you need to get the intersection between two arrays. The intersection is a list of all the values
that occur in both of the arrays. For example, if you have the arrays, [3, 1, 4, 2] and [4, 5, 3, 6], the intersection would be a third array, [3, 4], since both of those values are common to the two arrays. Here’s one possible implementation: function intersection(firstArray, secondArray){ let result = []; for (let i = 0; i < firstArray.length; i++) { for (let j = 0; j < secondArray.length; j++) { if (firstArray[i] == secondArray[j]) { result.push(firstArray[i]); } } } return result; }

 Here, we are running nested loops. In the outer loop, we iterate over each value in the first array. As we point to each value in the first array, we then run an inner loop that checks each value of the second array to see if it can find a match with the value being pointed to in the first array. There are two types of steps taking place in this algorithm: comparisons and insertions. We compare every value of the two arrays against each other, and we insert matching values into the array
result. Let’s start by seeing how many comparisons there are. If the two arrays are of equal size, and say that N is the size of either array, the number of comparisons performed are N2. This is because we compare each element of the first array to each element of the second array. Thus, if we have two arrays that each contain five elements, we’d end up making 25 comparisons. So, this intersection algorithm has an efficiency of O(N2). The insertions, at most, would take N steps (if the two
arrays happened to be identical). This is a lower order compared to N2, so we’d still consider the algorithm to be O(N2). If the arrays are different sizes—say N and M—we’d say that the efficiency of this function is O(N * M). (More on this in Big O in Everyday Code.) Is there any way we can improve this algorithm?
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 This is where it’s important to consider scenarios beyond the worst case. In
the current implementation of the intersection function, we make N2 comparisons in all scenarios, no matter whether the arrays are identical or the arrays do not share a single common value. However, where the two arrays share common values, we really shouldn’t have to check every value of the second array against a value of the first array. Let’s see why:




 In this example, as soon as we find a common value (the 8), there’s really no reason to complete the second loop. What are we checking
for at this point? We’ve already determined that the second array contains the same 8 that the first array does, and can add it to result. We’re performing an unnecessary step. To fix this, we can add a single word to our implementation: function intersection(firstArray, secondArray){ let result = []; for (let i = 0; i < firstArray.length; i++) { for (let j = 0; j < secondArray.length; j++) { if (firstArray[i] == secondArray[j]) { result.push(firstArray[i]); break; } } } return result; }

 With the addition of the break, we can cut the inner loop short and save steps (and therefore time).
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 It’s still true that in a worst-case scenario, where the two elements do not contain a single shared value, we have no choice but to perform N2 comparisons. But now, in the best-case scenario, where the two arrays are identical, we only have to perform N comparisons. In an average case, where the two arrays are different
but share some values, the performance will be somewhere between N and N2. This is a significant optimization to our intersection function, since our first implementation would make N2 comparisons in all cases.
 Wrapping Up Being able to discern between best-, average-, and worst-case scenarios is a key skill in choosing the best algorithm for your needs, as well as taking existing algorithms and optimizing them further to make them significantly faster. Remember, while it’s good to be
prepared for the worst case, average cases are what happen most of the time. Now that we’ve covered the important concepts related to Big O Notation, let’s apply our knowledge to practical algorithms. In the next chapter, we’re going to take a look at various everyday algorithms that may appear in real codebases, and identify the time complexity of each one in terms of Big O.
 Exercises The following exercises provide you with the opportunity to practice with optimizing for best- and
worst-case scenarios. The solutions to these exercises are found in the section, Chapter 6, on page 442. 1. Use Big O Notation to describe the efficiency of an algorithm that takes 3N2 + 2N + 1 steps. 2. Use Big O Notation to describe the efficiency of an algorithm that takes N + log N steps. 3. The following function checks whether an array of numbers contains a pair of two numbers that add up to 10. function twoSum(array) { for (let i = 0; i < array.length; i++) { for (let j = 0; j <
array.length; j++) { if (i !== j && array[i] + array[j] === 10) { return true; } } } return false;
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 }
 What are the best-, average-, and worst-case scenarios? Then, express the worst-case scenario in terms of Big O Notation. 4. The following function returns whether or not a capital “X” is present within a string. function containsX(string) { foundX = false; for(let i = 0; i <
string.length; i++) { if (string[i] === "X") { foundX = true; } } return foundX; }
 What is this function’s time complexity in terms of Big O Notation? Then, modify the code to improve the algorithm’s efficiency for best- and average-case scenarios.
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 Big O in Everyday Code In the previous chapters, you learned how to use Big O notation to express the time complexity of code. As you’ve seen, there are quite a few details that go into
Big O analysis. In this chapter, we’ll use everything you’ve learned so far to analyze the efficiency of practical code samples that might be found in real-world codebases. Determining the efficiency of our code is the first step in optimizing it. After all, if we don’t know how fast our code is, how would we know if our modifications would make it faster? Additionally, once we know how our code is categorized in terms of Big O Notation, we can make a judgment call as to whether it may need
optimization in the first place. For example, an algorithm that is O(N2) is generally considered to be a “slow” algorithm. So, if we’ve determined that our algorithm falls into such a category, we should take pause and wonder if there are ways to optimize it. Of course, O(N2) may be the best we can do for a given problem. However, knowing that our algorithm is considered slow can signal to us to dig deeper and analyze whether faster alternatives are available. In the future chapters of this
book, you’re going to learn many techniques for optimizing our code for speed. But the first step of optimization is being able to determine how fast our code currently is. So, let’s begin.
 Mean Average of Even Numbers The following Ruby method accepts an array of numbers and returns the mean average of all its even numbers. How would we express its efficiency in terms of Big O?
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 def
average_of_even_numbers(array) # The mean average of even numbers will be defined as the sum of # the even numbers divided by the count of even numbers, so we # keep track of both the sum and the count: sum = 0.0 count_of_even_numbers = 0 # We iterate through each number in the array, and if we encounter # an even number, we modify the sum and the count: array.each do |number| if number.even? sum += number count_of_even_numbers += 1 end end # We return the mean average: return sum /
count_of_even_numbers end
 Here’s how to break the code down to determine its efficiency. Remember that Big O is all about answering the key question: if there are N data elements, how many steps will the algorithm take? Therefore, the first thing we want to do is determine what the “N” data elements are. In this case, the algorithm is processing the array of numbers passed into this method. These, then, would be the “N” data elements, with N being the size of the array. Next, we have to
determine how many steps the algorithm takes to process these N values. We can see that the guts of the algorithm is the loop that iterates over each number inside the array, so we’ll want to analyze that first. Since the loop iterates over each of the N elements, we know that the algorithm takes at least N steps. Looking inside the loop, though, we can see that a varying number of steps occur within each round of the loop. For each and every number, we check whether the number is even. Then, if
the number is even, we perform two more steps: we modify the sum variable, and we modify the count_of_even_numbers variable. So, we execute three more steps for even numbers than we do for odd numbers. As you’ve learned, Big O focuses primarily on worst-case scenarios. In our case, the worst case is when all the numbers are even, in which case we
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 perform three steps during each round of the loop. Because of this, we can say
that for N data elements, our algorithm takes 3N steps. That is, for each of the N numbers, our algorithm executes three steps. Now, our method performs a few other steps outside of the loop as well. Before the loop, we initialize the two variables and set them to 0. Technically, these are two steps. After the loop, we perform another step: the division of sum / count_of_even_numbers. Technically, then, our algorithm takes three extra steps in addition to the 3N steps, so the total number of
steps is 3N + 3. However, you also learned that Big O notation ignores constant numbers, so instead of calling our algorithm O(3N + 3), we simply call it O(N).
 Word Builder The next example is an algorithm that collects every combination of twocharacter strings built from an array of single characters. For example, given the array: ["a", "b", "c", "d"], we’d return a new array containing the following string combinations: [ 'ab', 'ac', 'ad', 'ba', 'bc', 'bd', 'ca', 'cb', 'cd', 'da', 'db',
'dc' ]
 Following is a JavaScript implementation of this algorithm. Let’s see if we can figure out its Big O efficiency: function wordBuilder(array) { let collection = []; for(let i = 0; i < array.length; i++) { for(let j = 0; j < array.length; j++) { if (i !== j) { collection.push(array[i] + array[j]); } } } return collection; }
 Here we’re running one loop nested inside another. The outer loop iterates over each character in the array, keeping track of the index i. For each
index i, we run an inner loop that iterates again over each character in the same array using the index j. Within this inner loop, we concatenate the characters at i and j, with the exception of when i and j are pointing to the same index.
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 To determine the efficiency of our algorithm, we once again need to determine what the N data elements are. In our case, as in the previous example, N is the number of
items inside the array passed to the function. The next step is to determine the number of steps our algorithm takes relative to the N data elements. In our case, the outer loop iterates over all N elements, and for each element, the inner loop iterates again over all N elements, which amounts to N steps multiplied by N steps. This is the classic case of O(N2), and is often what nested-loop algorithms turn out to be. Now, what would happen if we modified our algorithm to compute each combination
of three-character strings? That is, for our example array of ["a", "b", "c", "d"], our function would return the array: [ 'abc', 'acd', 'bac', 'bcd', 'cab', 'cbd', 'dab', 'dbc',
 'abd', 'adb', 'bad', 'bda', 'cad', 'cda', 'dac', 'dca',
 'acb', 'adc', 'bca', 'bdc', 'cba', 'cdb', 'dba', 'dcb'
 ]
 Here’s an implementation that uses three nested loops. What is its time complexity? function wordBuilder(array) { let collection = []; for(let i = 0; i < array.length; i++) {
for(let j = 0; j < array.length; j++) { for(let k = 0; k < array.length; k++) { if (i !== j && j !== k && i !== k) { collection.push(array[i] + array[j] + array[k]); } } } } return collection; }
 In this algorithm, for N data elements, we have N steps of the i loop multiplied by the N steps of the j loop multiplied by the N steps of the k loop. This is N * N * N, which is N3 steps, which is described as O(N3). If we had four or five nested loops, we’d have algorithms
that are O(N4) and O(N5), respectively. Let’s see how these all appear on a graph on page 99.
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 Optimizing code from a speed of O(N3) to O(N2) would be a big win, since the code becomes exponentially faster.
 Array Sample In the next example, we create a function that takes a small sample of an array. We expect to have very large arrays, so our sample is just the first, middlemost, and last value from the array. Here is a
Python implementation of this function. See if you can identify its efficiency in Big O: def sample(array): first = array[0] middle = array[int(len(array) / 2)] last = array[-1] return [first, middle, last]
 In this case again, the array passed into this function is the primary data, so we can say that N is the number of elements in this array. However, our function ends up taking the same number of steps no matter what N is. Reading from the beginning, midpoint, and last indexes of an
array each takes one step no matter the size of the array. Similarly, finding the array’s length and dividing it by 2 also takes one step. Since the number of steps is constant—that is, it remains the same no matter what N is—this algorithm is considered O(1).
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 Average Celsius Reading Here’s another example that involves mean averages. Let’s say we’re building weather-forecasting software. To determine
the temperature of a city, we take temperature readings from across many thermometers across the city, and we calculate the mean average of those temperatures. We’d also like to display the temperatures in both Fahrenheit and Celsius, but our readings are initially only provided to us in Fahrenheit. To get the average Celsius temperature, our algorithm does two things: first, it converts all the readings from Fahrenheit to Celsius. Then, it calculates the mean average of all the Celsius numbers.
Following is some Ruby code that accomplishes this. What is its Big O? def average_celsius(fahrenheit_readings) # Collect Celsius numbers here: celsius_numbers = [] # Convert each reading to Celsius and add to array: fahrenheit_readings.each do |fahrenheit_reading| celsius_conversion = (fahrenheit_reading - 32) / 1.8 celsius_numbers.push(celsius_conversion) end # Get sum of all Celsius numbers: sum = 0.0 celsius_numbers.each do |celsius_number| sum += celsius_number end # Return mean average:
return sum / celsius_numbers.length end
 First, we can say that N is the number of fahrenheit_readings passed into our method. Inside the method, we run two loops. The first converts the readings to Celsius, and the second sums all the Celsius numbers. Since we have two loops that each iterate over all N elements, we have N + N, which is 2N (plus a few constant steps). Because Big O Notation drops the constants, this gets reduced to O(N). Don’t get thrown off by the fact that in the
earlier Word Builder example, two loops led to an efficiency of O(N2). There, the loops were nested, which led to N steps multiplied by N steps. In our case, however, we simply have two loops, one after the other. This is N steps plus N steps (2N), which is a mere O(N).
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 Clothing Labels Suppose we’re writing software for a clothing manufacturer. Our code accepts an array of newly produced clothing items (stored as
strings), and creates text for every possible label we’ll need. Specifically, our labels should contain the item name plus its size, ranging from 1 to 5. For example, if we have the array, ["Purple Shirt", "Green Shirt"], we want to produce label text for those shirts like this: [ "Purple Shirt Size: 1", "Purple Shirt Size: 2", "Purple Shirt Size: 3", "Purple Shirt Size: 4", "Purple Shirt Size: 5", "Green Shirt Size: 1", "Green Shirt Size: 2", "Green Shirt Size: 3", "Green Shirt Size: 4", "Green
Shirt Size: 5" ]
 Here is Python code that will create this text for an entire array of clothing items: def mark_inventory(clothing_items): clothing_options = [] for item in clothing_items: # For sizes 1 through 5 (Python ranges go UP TO second # number, but do not include it): for size in range(1, 6): clothing_options.append(item + " Size: " + str(size)) return clothing_options
 Let’s determine this algorithm’s efficiency. The clothing_items are the primary data being processed, so
N is the number of clothing_items. This code contains nested loops, so it’s tempting to declare this algorithm to be O(N2). However, we need to analyze this case a little more carefully. While code containing nested loops often is O(N2), in this case, it’s not. Nested loops that result in O(N2) occur when each loop revolves around N. In our case, however, while our outer loop runs N times, our inner loop runs a constant five times. That is, this inner loop will always run five times no matter
what N is.
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 So, while our outer loop runs N times, the inner loop runs five times for each of the N strings. While this means our algorithm runs 5N times, this is reduced to O(N), since Big O notation ignores constants.
 Count the Ones Here’s another algorithm where the Big O is different from what it seems at first glance. This function accepts an array of arrays, where the inner arrays contain 1’s
and 0’s. The function then returns how many 1’s there are. So, for this example input: [ [0, 1, 1, 1, 0], [0, 1, 0, 1, 0, 1], [1, 0] ]
 our function will return 7, since there are seven 1’s. Here’s the function in Python: def count_ones(outer_array): count = 0 for inner_array in outer_array: for number in inner_array: if number == 1: count += 1 return count
 What’s the Big O of this algorithm? Again, it’s easy to notice the nested loops and jump to the conclusion that it’s O(N2).
However, the two loops are iterating over two completely different things. The outer loop is iterating over the inner arrays, and the inner loop is iterating over the actual numbers. At the end of the day, our inner loop only runs for as many numbers as there are in total. Because of this, we can say that N represents how many numbers there are. And since our algorithm simply processes each number, the function’s time complexity is O(N).
 Palindrome Checker A palindrome is a word or phrase
that reads the same both forward and backward. Some examples include “racecar,” “kayak,” and “deified.”
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 Here’s a JavaScript function that determines whether a string is a palindrome: function isPalindrome(string) { // Start the leftIndex at index 0: let leftIndex = 0; // Start rightIndex at last index of array: let rightIndex = string.length - 1; // Iterate until leftIndex reaches the middle of the array: while
(leftIndex < string.length / 2) { // If the character on the left doesn't equal the character // on the right, the string is not a palindrome: if (string[leftIndex] !== string[rightIndex]) { return false; } // Move leftIndex one to the right: leftIndex++; // Move rightIndex one to the left: rightIndex--; } // If we got through the entire loop without finding any // mismatches, the string must be a palindrome: return true; }
 Let’s determine the Big O of this algorithm. In this case, N
is the size of the string passed to this function. The guts of the algorithm takes place within the while loop. Now, this loop is somewhat interesting because it only runs until it reaches the midpoint of the string. That would mean that the loop runs N / 2 steps. However, Big O ignores constants. Because of this, we drop the division by 2, and our algorithm is O(N).
 Get All the Products Our next example is an algorithm that accepts an array of numbers and returns the product of every
combination of two numbers. For example, if we passed in the array, [1, 2, 3, 4, 5], the function returns: [2, 3, 4, 5, 6, 8, 10, 12, 15, 20]
 This is because we first multiply the 1 by the 2, 3, 4, and 5. Then we multiply the 2 by the 3, 4, and 5. Next, we multiply the 3 by the 4 and the 5. And finally, we multiply the 4 by the 5.
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 Note something interesting: when we multiply, say, the 2 by the
other numbers, we only have to multiply it by the numbers that are to the right of it. We don’t have to go back and multiply 2 by the 1, because that was already covered back when we multiplied by the 1 by the 2. So, each number only needs to be multiplied by the remaining numbers to the right of it. Here’s a JavaScript implementation of this algorithm: function twoNumberProducts(array) { let products = []; // Outer array: for(let i = 0; i < array.length - 1; i++) { // Inner array, in which j
always begins one index // to the right of i: for(let j = i + 1; j < array.length; j++) { products.push(array[i] * array[j]); } } return products; }
 Let’s break this down. N is the number of items in the array passed to this function. We run the outer loop N times. (We actually run it N - 1 times, but we’ll drop that constant.) The inner loop, though, is different. Since j always begins one index to the right of i, the inner loop’s number of steps decrease each time that it’s launched
by the outer loop. Let’s see how many times the inner loop runs for our example array, which contains five elements: When i is 0, the inner loop runs while j is 1, 2, 3, and 4. When i is 1, the inner loop runs while j is 2, 3, and 4. When i is 2, the inner loop runs while j is 3, and 4. When i is 3, the inner loop runs while j is 4. When all is said and done, the inner loop runs: 4 + 3 + 2 + 1 times. To put this in terms of N, we can say that the inner loop runs approximately: N + (N - 1) + (N -
2) + (N - 3) … + 1 times. This formula always turns out to compute to about N2 / 2. We can visualize this in the diagram on page 105. For the purposes of the diagram, we’ll say that N is 8, so there are 82, or 64, squares.
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 If you work your way from the top row to the bottom, you’ll see that the top row has all N squares shaded gray. The next row has N - 1 squares shaded gray, and the one after that has N - 2 gray
squares. This pattern continues until the bottom row, which has just one shaded square. You can also see at a glance that half of the squares are shaded. This demonstrates that the pattern of N + (N - 1) + (N - 2) + (N - 3)… + 1 is equivalent to N2 / 2. We’ve figured out, then, that the inner loop runs for N2 / 2 steps. But because Big O ignores constants, we express this as O(N2).
 Dealing with Multiple Datasets Now, what happens if instead of computing the product of every two numbers
from a single array, we instead compute the product of every number from one array by every number of a second array? For example, if we had the array, [1, 2, 3] and the array, [10, 100, 1000], we’d compute the products as: [10, 100, 1000, 20, 200, 2000, 30, 300, 3000]
 Our code would be similar to the previous snippet, with some slight modifications: function twoNumberProducts(array1, array2) { let products = []; for(let i = 0; i < array1.length; i++) { for(let j = 0; j <
array2.length; j++) { products.push(array1[i] * array2[j]); } } return products; }
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 Let’s analyze the time complexity of this function. First, what is N? This is the first hurdle, as we now have two datasets, namely, the two arrays. It’s tempting to lump everything together and say that N is the total number of items of both arrays combined. However, this is problematic for the following reason: Here’s a
tale of two scenarios. In Scenario 1, there are two arrays of size 5. In Scenario 2, there’s one array of size 9, and another of size 1. In both scenarios, we’d end up saying that N is 10, since 5 + 5 = 10 and 9 + 1 = 10. However, the efficiency of both scenarios is very different. In Scenario 1, our code takes 25 (5 * 5) steps. Because N is 10, this is equivalent to (N / 2)2 steps. In Scenario 2, though, our code takes 9 (9 * 1) steps, which is close to about N steps. This is dramatically
faster than Scenario 1! So, we don’t want to consider N to be the total number of integers from both arrays, since we’d never be able to pin down the efficiency in terms of Big O Notation, as it varies based on the different scenarios. We’re in a bit of a bind here. We have no choice but to express the time complexity as O(N * M), where N is the size of one array, and M is the size of the other. This is a new concept: whenever we have two distinct datasets that have to interact with each other
through multiplication, we have to identify both sources separately when we describe the efficiency in terms of Big O. While this is the correct way of expressing this algorithm in terms of Big O Notation, it’s a little less useful than other expressions of Big O. Comparing an O(N * M) algorithm to algorithms that only have an N (and not an M) is a little like comparing apples to oranges. However, we do know that there’s a specific range in which O(N * M) lies. That is, if N and M are the same,
it’s equivalent to O(N2). And if they’re not the same, and we arbitrarily assign the smaller number to be M, even if M is as low as 1, we end up with O(N). In a sense then, O(N * M) can be construed as a range between O(N) and O(N2). Is this great? No, but it’s the best we can do.
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 Password Cracker You’re a hacker (an ethical one, of course) who’s trying to figure out someone’s password. You decide on a brute-force
approach, and write some code that produces every possible string of a given length. Here’s the code you whipped up: def every_password(n) (("a" * n)..("z" * n)).each do |str| puts str end end
 The way this works is you pass in a number to the function, which becomes the variable n. If n is 3, for example, the code "a" * n produces the string "aaa". The code then sets a loop between all possible strings within the range of "aaa" and "zzz". Running this code will print: aaa aab aac aad aae
... zzx zzy zzz
 If n is 4, your code will print all possible strings of length 4: aaaa aaab aaac aaad aaae ... zzzx zzzy zzzz
 If you try running this code even for a mere length of 5, you may be waiting quite some time for it to finish. This is a slow algorithm! But how do we express it in terms of Big O? Let’s break it down.
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 If we simply print each letter from the alphabet once, it would
take 26 steps. When we print every two-character combination, we end up with 26 characters multiplied by 26 characters. When printing every three-character combination, we end up with 26 * 26 * 26 combinations. Do you see the pattern? Length
 Combinations
 1
 26
 2
 262
 3
 263
 4
 264
 If we look at this in terms of N, it emerges that if N is the length of each string, the number of combinations is 26N. Therefore, in Big O Notation, we
express this as O(26N). This is an utterly glacial algorithm! The truth is that even an algorithm that is a “mere” O(2N) is incredibly slow. Let’s see how it looks on a graph compared to some of the other algorithms we’ve seen so far:
 As you can see, O(2N) gets even slower than O(N3) at a point. In a certain sense, O(2N) is the opposite of O(log N). With an algorithm of O(log N) (like binary search), each time the data is doubled, the algorithm takes one additional step. With an algorithm
of O(2N), each time we add one element of data, the algorithm doubles in steps!
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 In our password cracker, each time we increase N by one, the number of steps get multiplied by 26. This takes an incredible amount of time, which is why brute force is such an inefficient way to crack a password.
 Wrapping Up Congratulations! You’re now a Big O pro. You can analyze all sorts of algorithms and categorize their time
complexities. Armed with this knowledge, you’ll be able to methodically optimize your code for speed. Speaking of which, in the next chapter, we’ll discover a new data structure that is the one of the most useful and common tools for speeding up algorithms. And I’m talking about some serious speed.
 Exercises The following exercises provide you with the opportunity to practice with algorithms in practical situations. The solutions to these exercises are found in the section, Chapter 7, on
page 443. 1. Use Big O Notation to describe the time complexity of the following function. The function returns true if the array is a “100-Sum Array,” and false if it is not. A “100-Sum Array” meets the following criteria: • Its first and last numbers add up to 100. • Its second and second-to-last numbers add up to 100. • Its third and third-to-last numbers add up to 100, and so on. Here is the function: def one_hundred_sum?(array) left_index = 0 right_index = array.length - 1 while left_index
< array.length / 2 if array[left_index] + array[right_index] != 100 return false end left_index += 1 right_index -= 1 end return true end
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 2. Use Big O Notation to describe the time complexity of the following function. It merges two sorted arrays together to create a new sorted array containing all the values from both arrays: def merge(array_1, array_2) new_array = [] array_1_pointer = 0
array_2_pointer = 0 # Run the loop until we've reached end of both arrays: while array_1_pointer < array_1.length || array_2_pointer < array_2.length # If we already reached the end of the first array, # add item from second array: if !array_1[array_1_pointer] new_array 2.5, "hot dog" => 1.5, "soda" => 0.6 }
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 A hash table is a list of paired values. The first item in each pair is
called the key, and the second item is called the value. In a hash table, the key and value have some significant association with one another. In this example, the string, "french fries" is the key, and 0.75 is the value. They are paired together to indicate that french fries cost 75 cents. In Ruby, you can look up a key’s value using this syntax: menu["french fries"]
 This would return the value 0.75. Looking up a value in a hash table has an efficiency of O(1) on average, as it usually
takes just one step. Let’s see why.
 Hashing with Hash Functions Do you remember those secret codes you used as a kid to create and decipher messages? For example, here’s a simple way to map letters to numbers: A=1 B=2 C=3 D=4 E=5 and so on. According to this code, ACE converts to 135, CAB converts to 312, DAB converts to 412, and BAD converts to 214. This process of taking characters and converting them to numbers is known as hashing. And the code that is used to convert those letters
into particular numbers is called a hash function. There are many other hash functions besides this one. Another example of a hash function may be to take each letter’s corresponding number and return the sum of all the numbers. If we did that, BAD would become the number 7 following a two-step process:
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 Step 1: First, BAD converts to 214. Step 2: We then take each of these digits
and get their sum: 2+1+4=7 Another example of a hash function may be to return the product of all the letters’ corresponding numbers. This would convert the word BAD into the number 8: Step 1: First, BAD converts to 214. Step 2: We then take the product of these digits: 2*1*4=8 In our examples for the remainder of this chapter, we’re going to stick with this last version of the hash function. Real-world hash functions are more complex than this, but this “multiplication” hash function will keep
our examples clear and simple. The truth is that a hash function needs to meet only one criterion to be valid: a hash function must convert the same string to the same number every single time it’s applied. If the hash function can return inconsistent results for a given string, it’s not valid. Examples of invalid hash functions include functions that use random numbers or the current time as part of their calculation. With these functions, BAD might convert to 12 one time, and 106 another time.
With our “multiplication” hash function, however, BAD will always convert to 8. That’s because B is always 2, A is always 1, and D is always 4. And 2 * 1 * 4 is always 8. There’s no way around this. Note that with this hash function, DAB will also convert into 8 just as BAD will. This will actually cause some issues that I’ll address later. Armed with the concept of hash functions, we can now understand how a hash table actually works.
 Building a Thesaurus for Fun and Profit, but Mainly
Profit On nights and weekends, you’re single-handedly working on a stealth startup that will take over the world. It’s…a thesaurus app. But this isn’t any old thesaurus app—this is Quickasaurus. And you know that it will totally disrupt the billion-dollar thesaurus market. When a user looks up a word in Quickasaurus, it returns just one synonym, instead of every possible synonym as old-fashioned thesaurus apps do.
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 Since every word has an associated synonym, this is a great use case for a hash table. After all, a hash table is a list of paired items. Let’s get started. We can represent our thesaurus using a hash table: thesaurus = {}
 Under the hood, a hash table stores its data in a bunch of cells in a row, similar to an array. Each cell has a corresponding number. For example:
 (We left off index 0 since nothing would be stored there given our “multiplication” hash
function.) Let’s add our first entry into the hash table: thesaurus["bad"] = "evil"
 In code, our hash table now looks like this: {"bad" => "evil"}
 Let’s explore how the hash table stores this data. First, the computer applies the hash function to the key. Again, we’ll be using the “multiplication” hash function described previously. So, this would compute as: BAD = 2 * 1 * 4 = 8 Since our key ("bad") hashes into 8, the computer places the value ("evil") into cell 8:
 Now,
let’s add another key-value pair: thesaurus["cab"] = "taxi"
 Again, the computer hashes the key: CAB = 3 * 1 * 2 = 6
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 Since the resulting value is 6, the computer stores the value ("taxi") inside cell 6.
 Let’s add one more key-value pair: thesaurus["ace"] = "star"
 To sum up what’s happening here: for every key-value pair, each value is stored at the index of the key, after the key has been hashed.
ACE hashes into 15, since ACE = 1 * 3 * 5 = 15, so "star" gets placed into cell 15:
 In code, our hash table currently looks like this: {"bad" => "evil", "cab" => "taxi", "ace" => "star"}
 Hash Table Lookups When we look up items from a hash table, we use a key to find its associated value. Let’s see how this works with our Quickasaurus example hash table. Suppose we want to look up the value associated with the key "bad". In our code, we’d say: thesaurus["bad"]
 To
find the value associated with "bad", the computer executes two simple steps: 1. The computer hashes the key we’re looking up: BAD = 2 * 1 * 4 = 8. 2. Since the result is 8, the computer looks inside cell 8 and returns the value stored there. In this case, that is the string, "evil". Let’s take a step back and look at the big picture here. In a hash table, the placement of each value is determined by its key. That is, by hashing the key itself, we compute the index number where the key’s
associated value should be placed.
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 Because the key determines the placement of the value, we use this principle to make lookups a cinch. When we have any key and want to find its value, the key itself tells us where the value will be found. Just as we hashed the key to insert the value in the appropriate cell, we can hash the key again to find where we previously put that value. It now
becomes clear why looking up a value in a hash table is typically O(1): it’s a process that takes a constant amount of time. The computer hashes the key, turns it into a number, and jumps to the index with that number to retrieve the value stored there. We can now understand why a hash table would yield faster lookups for our restaurant menu than an array. With an array, when we look up the price of a menu item, we would have to search through each cell until we find it. For an unordered array,
this would take up to O(N), and for an ordered array, this would take up to O(log N). Using a hash table, however, we can now use the actual menu items as keys, allowing us to do a hash table lookup of O(1). And that’s the beauty of a hash table.
 One-Directional Lookups It’s important to point out that the ability to find any value within the hash table in a single step only works if we know the value’s key. If we tried to find a particular value without knowing its key, we’d still have
to resort to searching each and every key-value pair within the hash table, which is O(N). Similarly, we can only do O(1) lookups when using a key to find the value. If, on the other hand, we want to use a value to find its associated key, we cannot take advantage of the hash table’s fast lookup ability. This is because the whole premise of the hash table is that the key determines the value’s location. But this premise only works in one direction: we use the key to find the value. The value
does not determine the key’s location, so we have no way to easily find any key without combing through all of them. Come to think of it, where are the keys stored? In the previous diagrams, we only saw how the values are stored in the hash table. While this detail may vary from language to language, some languages store the keys next to the values themselves. This is useful in case of collisions, which I’ll discuss in the next section. In any case, there’s another aspect of the hash table’s
one-directional nature that’s worth noting. Each key can exist only once in the hash table, but there can be multiple instances of a value.
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 If we think about the menu example from the beginning of this chapter, we can’t have the hamburger listed twice (nor would we want to, as it only has one price). However, we could have multiple foods that cost $2.50. In many languages, if we try to store a key-value pair where
the key already exists, it simply overwrites the old value while keeping the same key.
 Dealing with Collisions Hash tables are awesome, but are not without complications. Continuing our thesaurus example: what happens if we want to add the following entry into our thesaurus? thesaurus["dab"] = "pat"
 First, the computer would hash the key: DAB = 4 * 1 * 2 = 8 Then, it would try to add "pat" to our hash table’s cell 8:
 Uh-oh. Cell 8 is already filled with "evil"—literally!
Trying to add data to a cell that is already filled is known as a collision. Fortunately, there are ways around it. One classic approach for handling collisions is known as separate chaining. When a collision occurs, instead of placing a single value in the cell, it places in it a reference to an array. Let’s look more carefully at a subsection of our hash table’s underlying data storage:
 In our example, the computer wants to add "pat" to cell 8, but it already contains "evil". So, it
replaces the contents of cell 8 with an array as shown on page 120.
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 This array contains subarrays where the first value is the word, and the second value is its synonym. Let’s walk through how a hash table lookup works in this case. If we look up: thesaurus["dab"]
 the computer takes the following steps: 1. It hashes the key: DAB = 4 * 1 * 2 = 8. 2. It looks up cell 8. The computer
takes note that cell 8 contains an array of arrays rather than a single value. 3. It searches through the array linearly, looking at index 0 of each subarray until it finds our key ("dab"). It then returns the value at index 1 of the correct subarray. Let’s walk through these steps visually. We hash DAB into 8, so the computer inspects that cell:
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 Since cell 8 contains an array of subarrays, we begin a linear
search through each subarray, starting at the first one. We inspect index 0 of the first subarray:
 It does not contain the key we are looking for ("dab"), so we move on to index 0 of the next subarray:
 We found "dab", which would indicate that the value at index 1 of that subarray ("pat") is the value we’re looking for. In a scenario where the computer hits upon a cell that references an array, its search can take some extra steps, as it needs to conduct a linear search within an
array of multiple values. If somehow all of our data ended up within a single cell of our hash table, our hash table would be no better than an array. So, it actually turns out that the worst-case performance for a hash table lookup is O(N). Because of this, it is critical that a hash table is designed in such a way that it will have few collisions, and therefore, typically perform lookups in O(1) time rather than O(N) time.
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 Luckily, most programming languages implement hash tables and handle these details for us. However, by understanding how it all works under the hood, we can appreciate how hash tables eke out O(1) performance. Let’s see how hash tables can be set up to avoid frequent collisions.
 Making an Efficient Hash Table Ultimately, a hash table’s efficiency depends on three factors: • How much data we’re storing in the hash table • How many cells are available in
the hash table • Which hash function we’re using It makes sense why the first two factors are important. If you have a lot of data and only a few cells, there will be many collisions and the hash table will lose its efficiency. Let’s explore, however, why the hash function itself is important for efficiency. Let’s say we’re using a hash function that always produces a value that falls in the range from 1 to 9. An example of this is a hash function that converts letters into their corresponding
numbers and keeps adding the resulting digits together until it ends up with a single digit. For example: PUT = 16 + 21 + 20 = 57 Because 57 contains more than one digit, the hash function breaks up the 57 into 5 + 7: 5 + 7 = 12 12 also contains more than one digit, so it breaks up the 12 into 1 + 2: 1+2=3 In the end, PUT hashes into 3. This hash function by its very nature will always return a number 1 through 9. Let’s return to our example hash table:
 With this hash function, the
computer would never even use cells 10 through 16 even though they exist. All data would be stuffed into cells 1 through 9.
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 A good hash function, therefore, is one that distributes its data across all available cells. The more we can spread out our data, the fewer collisions we will have.
 The Great Balancing Act You learned that a hash table’s efficiency goes up as its number of collisions goes down.
In theory, then, the best way to avoid collisions would be to have a hash table with a large number of cells. Imagine we want to store just five items in our hash table. A hash table with 1,000 cells would seem to be wonderful for our case, since odds are there would be no collisions. However, while avoiding collisions is important, we have to balance that with avoiding memory hogging as well. Although a hash table with 1,000 cells for our five pieces of data is great for avoiding collisions,
we’d be using up 1,000 cells just to store just five pieces of data, and that’s a poor use of memory. This is the balancing act that a hash table must perform. A good hash table strikes a balance of avoiding collisions while not consuming lots of memory. To accomplish this, computer scientists have developed the following rule of thumb: for every 7 data elements stored in a hash table, it should have 10 cells. So, if you’re planning on storing 14 elements, you’d want to have 20 available cells,
and so on. This ratio of data to cells is called the load factor. Using this terminology, we’d say that the ideal load factor is 0.7 (7 elements / 10 cells). If you initially stored 7 pieces of data in a hash table, the computer might allocate a hash table with 10 cells. When you begin to add more data, though, the computer will expand the hash table by adding more cells and changing the hash function so that the new data will be distributed evenly across the new cells. Again, most of the
internals of a hash table are managed by the computer language you’re using. It decides how big the hash table needs to be, what hash function to use, and when it’s time to expand the hash table. You have the right to assume that your programming language has implemented its hash table to allow for peak performance. Now that we’ve seen how hashes work, it’s clear that they have a superior lookup efficiency of O(1). We’re going to use this knowledge shortly to optimize our code for speed.
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 But first, let’s first take a quick tour of the many different use cases for hash tables when it comes to simple data organization.
 Hash Tables for Organization Because hash tables keep data in pairs, they are useful in many scenarios for organizing data. Some data exists naturally in paired form. The fast-food menu and thesaurus scenarios from this chapter are classic examples of this. The
menu contains each food item paired with its price. The thesaurus contains each word paired with its synonym. In fact, in Python, hash tables are known as dictionaries since a dictionary is a common form of paired data: it’s a list of words with their respective definitions. Other examples of naturally paired data can include tallies, such as political candidates and the number of votes each received: {"Candidate A" => 1402021, "Candidate B" => 2321443, "Candidate C" => 432}
 An
inventory tracking system, which keeps track of how much of each item is in supply, is another tally example: {"Yellow Shirt" => 1203, "Blue Jeans" => 598, "Green Felt Hat" => 65}
 Hash tables are such a natural fit for paired data that we can even use them to simplify conditional logic in certain instances. Say we encounter a function that returns the meaning of common HTTP status code numbers: def status_code_meaning(number) if number == 200 return "OK" elsif number == 301
return "Moved Permanently" elsif number == 401 return "Unauthorized" elsif number == 404 return "Not Found" elsif number == 500 return "Internal Server Error" end end
 If we think about this code, we’ll realize that the conditional logic revolves around paired data, namely, the status code numbers and their respective meanings.
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 By using a hash table, we can completely eliminate the conditional logic:
STATUS_CODES = {200 => "OK", 301 => "Moved Permanently", 401 => "Unauthorized", 404 => "Not Found", 500 => "Internal Server Error"} def status_code_meaning(number) return STATUS_CODES[number] end
 Another common use for hash tables is to represent objects that have various attributes. For example, here’s a representation of a dog: {"Name" => "Fido", "Breed" => "Pug", "Age" => 3, "Gender" => "Male"}
 As you can see, attributes are a kind of paired data,
since the attribute name becomes the key, and the actual attribute becomes the value. We can create an entire list of dogs if we place multiple hash tables inside an array: [ {"Name" => "Fido", "Breed" => "Pug", "Age" => 3, "Gender" => "Male"}, {"Name" => "Lady", "Breed" => "Poodle", "Age" => 6, "Gender" => "Female"}, {"Name" => "Spot", "Breed" => "Dalmatian", "Age" => 2, "Gender" => "Male"} ]
 Hash Tables for Speed While hash tables are a perfect fit
for paired data, they can also be used to make your code faster—even if your data doesn’t exist as pairs. And this is where things really get exciting. Here’s a simple array: array = [61, 30, 91, 11, 54, 38, 72]
 If you want to search for a number in this array, how many steps would it take? Because the array is unordered, you would have to perform a linear search, which would take N steps. You learned this all the way back at the beginning of the book. However, what would happen if we ran
some code that would convert these numbers into a hash table that looked like this? hash_table = {61 => true, 30 => true, 91 => true, 11 => true, 54 => true, 38 => true, 72 => true}
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 Here, we’ve stored each number as a key and assigned the boolean true as the associated value for each number. Now, if I asked you to search this hash table for a certain number as a key,
how many steps would it take? Well, with the simple code: hash_table[72]
 I could look up the number 72 in a single step. That is, by doing a hash table lookup using 72 as the key, I can determine in one step whether the 72 is present in the hash table. The reasoning is straightforward: if 72 is a key in the hash table, I’d get back true, since the 7 has true as its value. On the other hand, if the 72 is not a key in the hash table, I’d get back nil. (Various languages return different
values when a key is not present in a hash table. Ruby returns nil.) Since doing a hash table lookup takes just one step, I can therefore find any number in the hash table (as a key) in one step. Can you see the magic? By converting an array into a hash table in this way, we can go from O(N) searches to O(1) searches. Here’s what’s interesting about using a hash table in this way. Even though hash tables are often used for naturally paired data, our data here is not paired. We just care about a
list of single numbers. While we did assign a value to each key, it doesn’t really matter what the value is. We used true as the value for each key, but any arbitrary value (that is “truthy”) would achieve the same results. The trick here is that by placing each number in the hash table as a key, we can later look up each of those keys in one step. If our lookup returns any value, it means the key itself must be in the hash table. If we get back nil, then the key must not be in the hash table. I
refer to using a hash table in this way as “using it as an index.” (It’s my own term.) An index at the back of a book tells you whether the topic can be found in the book, instead of you having to flip through all the pages to find it. Here as well, we created the hash table to serve as a kind of index; in our case, it’s an index that tells us whether a specific item is contained within the original array. Let’s use this technique to boost the speed of a very practical algorithm.
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 Array Subset Let’s say we need to determine whether one array is a subset of another array. Take these two arrays, for example: ["a", "b", "c", "d", "e", "f"] ["b", "d", "f"]
 The second array, ["b", "d", "f"] is a subset of the first array, ["a", "b", "c", "d", "e", "f"] because every value of the second array is contained within the first array. However, if our arrays were: ["a", "b", "c", "d", "e", "f"] ["b", "d", "f",
"h"]
 the second array is not a subset of the first array, because the second array contains the value "h", which does not exist within the first array. How would we write a function that compares two arrays and lets us know if one is a subset of the other? One way we can do this is by using nested loops. Essentially, we’d iterate through every element of the smaller array, and for each element in the smaller array, we’d then begin a second loop that iterates through each element of the
larger array. If we ever find an element in the smaller array that isn’t contained within the larger array, our function will return false. If the code gets past the loops, it means it never encountered a value in the smaller array that wasn’t contained within the larger array, so it returns true. Here’s a JavaScript implementation of this approach: function isSubset(array1, array2) { let largerArray; let smallerArray; // Determine which array is smaller: if(array1.length > array2.length) {
largerArray = array1; smallerArray = array2; } else { largerArray = array2; smallerArray = array1; } // Iterate through smaller array: for(let i = 0; i < smallerArray.length; i++) { // Assume temporarily that the current value from // smaller array is not found in larger array: let foundMatch = false;
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 // For each value in smaller array, iterate through // larger array: for(let j = 0; j
< largerArray.length; j++) { // If the two values are equal, it means the current // value in smaller array is present in the larger array: if(smallerArray[i] === largerArray[j]) { foundMatch = true; break; } } // If the current value in smaller array doesn't exist // in larger array, return false: if(foundMatch === false) { return false; } } // If we get to the end of the loops, it means that all // values from smaller array are present in larger array: return true; }
 When we analyze
the efficiency of this algorithm, we find that it’s O(N * M), since it runs for the number of items in the first array multiplied by the number of items in the second array. Now, let’s harness the power of a hash table to dramatically improve the efficiency of our algorithm. Let’s ditch our original approach and start again from scratch. In our new approach, after we’ve determined which array is larger and which is smaller, we’re going to run a single loop through the larger array, and store
each value inside of a hash table: let hashTable = {}; for(const value of largerArray) { hashTable[value] = true; }
 In this code snippet, we create an empty hash table inside the hashTable variable. Then, we iterate through each value in the largerArray, and add the item from the array to the hash table. We add the item itself as a key, and true as the value. For the earlier example, ["a", "b", "c", "d", "e", "f"], once we’ve run it through this loop, we end up with a hash table that
looks like this: {"a": true, "b": true, "c": true, "d": true, "e": true, "f": true}
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 This becomes our “index” that will allow us to conduct O(1) lookups of these items later on. Now, here’s the brilliant part. Once the first loop is complete and we now have this hash table to work with, we can then begin a second (non-nested) loop that iterates through the smaller array: for(const value of smallerArray) {
if(!hashTable[value]) { return false; } }
 This loop looks at each item in the smallerArray and checks to see whether it exists as a key inside the hashTable. Remember, the hashTable stores all the items from largerArray as its keys. So, if we find an item in hashTable, it means the item is also in largerArray. And if we don’t find an item in hashTable, it means it’s also not inside the largerArray. So, for each item in smallerArray, we check whether it’s a key in hashTable. If it’s not,
that means the item isn’t contained within the largerArray, and the smallerArray is therefore not a subset of the larger array and we return false. (However, if we get past this loop, it means the smaller array is a subset of the larger one.) Let’s put this altogether in one complete function: function isSubset(array1, array2) { let largerArray; let smallerArray; let hashTable = {}; // Determine which array is smaller: if(array1.length > array2.length) { largerArray = array1; smallerArray =
array2; } else { largerArray = array2; smallerArray = array1; } // Store all items from largerArray inside hashTable: for(const value of largerArray) { hashTable[value] = true; } // Iterate through each item in smallerArray and return false // if we encounter an item not inside hashTable: for(const value of smallerArray) { if(!hashTable[value]) { return false; } }
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 // If we got this far in
our code without returning false, // it means that all the items in the smallerArray // must be contained within largerArray: return true; }
 Now, how many steps did this algorithm take? We iterated through each item of the larger array once in order to build the hash table. And we iterated through each item of the smaller array taking just one step per item to look up the item in the hash table. Remember, a hash table lookup takes just one step. If we say that N is the total number of
items of both arrays combined, our algorithm is O(N), since we touched each item just once. That is, we spent one step on each item from the larger array followed by one step on each item from the smaller array. That’s a huge win over our first algorithm, which was O(N * M). This technique of using a hash table as an “index” comes up frequently in algorithms that require multiple searches within an array. That is, if your algorithm will need to keep searching for values inside an array, each
search would itself take up to N steps. By creating a hash table “index” of the array, we reduce each search to only one step. As I pointed out, what makes this technique particularly interesting is that when using a hash table as an “index,” we aren’t even dealing with naturally paired data. Instead, we just want to know whether the key itself is in the hash table. When we use the key to perform a lookup in the hash table and receive any value (no matter how arbitrary it is), it means the key
must be present in the hash table.
 Wrapping Up Hash tables are indispensable when it comes to building efficient software. With their O(1) reads and insertions, it’s a difficult data structure to beat. Until now, our analysis of various data structures revolved around their efficiency and speed. But did you know that some data structures provide advantages other than speed? In the next lesson, we’re going to explore two data structures that can help improve code elegance and
maintainability.
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 Exercises The following exercises provide you with the opportunity to practice with hash tables. The solutions to these exercises are found in the section, Chapter 8, on page 444. 1. Write a function that returns the intersection of two arrays. The intersection is a third array that contains all values contained within the first two arrays. For example, the intersection of [1, 2, 3, 4, 5] and [0, 2, 4, 6, 8] is
[2, 4]. Your function should have a complexity of O(N). (If your programming language has a built-in way of doing this, don’t use it. The idea is to build the algorithm yourself.) 2. Write a function that accepts an array of strings and returns the first duplicate value it finds. For example, if the array is ["a", "b", "c", "d", "c", "e", "f"], the function should return "c", since it’s duplicated within the array. (You can assume that there’s one pair of duplicates within the array.) Make sure
the function has an efficiency of O(N). 3. Write a function that accepts a string that contains all the letters of the alphabet except one and returns the missing letter. For example, the string, "the quick brown box jumps over a lazy dog" contains all the letters of the alphabet except the letter, "f". The function should have a time complexity of O(N). 4. Write a function that returns the first non-duplicated character in a string. For example, the string, "minimum" has two characters that
only exist once—the "n" and the "u", so your function should return the "n", since it occurs first. The function should have an efficiency of O(N).
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 CHAPTER 9
 Crafting Elegant Code with Stacks and Queues Until now, our discussion around data structures has focused primarily on how they affect the performance of various operations. However, having a variety of data structures in your programming arsenal also allows you to create code that is simpler
and easier to read. In this chapter, you’re going to discover two new data structures: stacks and queues. The truth is that these two structures are not entirely new. They’re simply arrays with restrictions. Yet, these restrictions are exactly what make them so elegant. More specifically, stacks and queues are elegant tools for handling temporary data. From operating system architecture to printing jobs to traversing data, stacks and queues serve as temporary containers that can be used to form
beautiful algorithms. Think of temporary data like the food orders in a diner. What each customer orders is important until the meal is made and delivered; then you throw the order slip away. You don’t need to keep that information around. Temporary data is information that doesn’t have any meaning after it’s processed, so you can throw it away once you’re done with it. Stacks and queues handle this kind of temporary data, but have a special focus on the order in which the data is handled, as
you’ll now learn.
 Stacks A stack stores data in the same way arrays do—it’s simply a list of elements. The one catch is that stacks have the following three constraints:
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 • Data can be inserted only at the end of a stack. • Data can be deleted only from the end of a stack. • Only the last element of a stack can be read. You can think of a stack as an actual stack of dishes;
you can’t look at the face of any dish other than the one at the top. Similarly, you can’t add any dish except to the top of the stack, nor can you remove any dish besides the one at the top. (At least, you shouldn’t.) In fact, most computer science literature refers to the end of the stack as its top, and the beginning of the stack as its bottom. Our diagrams will reflect this terminology by viewing stacks as vertical arrays, like so:
 As you can see, the first item in the array becomes
the bottom of the stack, while the last item becomes the stack’s top. While the restrictions of a stack seem—well—restrictive, we’ll see shortly how they are to our benefit. To see a stack in action, let’s start with an empty stack. Inserting a new value into a stack is also called pushing onto the stack. Think of it as adding a dish onto the top of the dish stack. Let’s push a 5 onto the stack:
 Again, there’s nothing fancy going on here. All we’re really doing is just inserting a data
element into the end of an array.
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 Now, let’s push a 3 onto the stack:
 Next, let’s push a 0 onto the stack:
 Note that we’re always adding data to the top (that is, the end) of the stack. If we wanted to insert the 0 into the bottom or middle of the stack, we couldn’t, because that is the nature of a stack: data can only be added to the top. Removing elements from the top of the stack is called popping from the stack.
Because of a stack’s restrictions, we can only pop data from the top. Let’s pop some elements from our example stack. First, we pop the 0:
 Our stack now contains only two elements: the 5 and the 3. Next, we pop the 3:
 Our stack now only contains the 5:
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 A handy acronym used to describe stack operations is LIFO, which stands for “Last In, First Out.” All this means is
that the last item pushed onto a stack is always the first item popped from it. It’s sort of like students who slack off—they’re always the last to arrive to class, but the first to leave.
 Abstract Data Types Most programming languages don’t actually come with the stack as a builtin data type or class. Instead, it’s up to you to implement it yourself. This is a stark contrast with arrays, which are available in most languages. To create a stack, then, you generally have to use one of the
built-in data structures to actually hold the data. Here is one way to implement a stack using Ruby, which uses an array under the hood: class Stack def initialize @data = [] end def push(element) @data ")", "[" => "]", "{" => "}"}[opening_brace] end end
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 The lint method accepts a string containing JavaScript code and iterates over each character with: text.each_char do
|char|

 If we encounter an opening brace, we push it onto the stack: if is_opening_brace?(char) @stack.push(char)
 Note that we’re using a helper method defined as follows called is_opening_brace?, which checks whether the character is an opening brace: ["(", "[", "{"].include?(char)
 When we encounter a closing brace, we pop the top of the stack and store it in a variable called popped_opening_brace: popped_opening_brace = @stack.pop
 Our stack only stores opening braces, so
whatever we popped will be some sort of opening brace, assuming there was something on the stack to pop. However, it’s possible the stack was empty, in which case the result of our pop will be nil. If this is the case, it means we’ve encountered Syntax Error Type #2: if !popped_opening_brace return "#{char} doesn't have opening brace" end
 For simplicity’s sake, we return a basic string containing an error message when we encounter any errors during our linting process. Assuming that we
did pop an opening brace off the stack, we then check it to see whether it matches the current closing brace. If it doesn’t match, this is Syntax Error Type #3: if is_not_a_match(popped_opening_brace, char) return "#{char} has mismatched opening brace" end
 (The is_not_a_match helper method is defined later in our code.) Finally, when our code finishes parsing the line, we check whether there are any opening braces left in the stack with @stack.read. If there are, it means we have an
opening brace that was never closed, and we produce an error message. This is Syntax Error Type #1: if @stack.read return "#{@stack.read} does not have closing brace" end
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 Finally, we return true if the JavaScript contains no errors. We can then use our Linter class as follows: linter = Linter.new puts linter.lint("( var x = { y: [1, 2, 3] } )")
 In this example, the JavaScript code is
correct, so we just get back true. However, if we input a line that has an error, such as a missing opening parenthesis: "var x = { y: [1, 2, 3] })"
 we’ll get the error message, ) doesn't have opening brace. In this example, we used a stack to implement our linter with a really neat algorithm. But if a stack actually uses an array under the hood, why bother with a stack? Couldn’t we have accomplished the same task using an array?
 The Importance of Constrained Data Structures By
definition, if a stack is just a constrained version of an array, that means an array can do anything a stack can do. If so, what advantage does a stack provide? Constrained data structures like the stack (and the queue, which we’ll encounter shortly) are important for several reasons. First, when we work with a constrained data structure, we can prevent potential bugs. The linting algorithm, for example, only works if we exclusively remove items from the top of the stack. If a programmer
inadvertently writes code that removes items from the middle of the array, the algorithm will break down. By using a stack, we’re forced into only removing items from the top, as it’s impossible to get the stack to remove any other item. Second, data structures like stacks give us a new mental model for tackling problems. The stack, for example, gives us the whole idea of a Last-In-FirstOut process. We can then apply this LIFO mindset to solve all sorts of problems, such as the linter just
described. And once we’re familiar with the stack and its LIFO nature, the code we write using the stack becomes familiar and elegant to other developers who read our code. As soon as someone sees a stack being used within an algorithm, they immediately know that the algorithm is working with a LIFO-based process.
 report erratum • discuss
 Chapter 9. Crafting Elegant Code with Stacks and Queues
 • 144
 Stack Wrap-Up Stacks are ideal for processing any data that should be
handled last in, first out. The “undo” function in a word processor, for example, is a great use case for a stack. As the user types, we keep track of each keystroke by pushing the keystroke onto the stack. Then, when the user hits the “undo” key, we pop the most recent keystroke from the stack and eliminate it from the document. At this point, their next-to-most recent keystroke is now sitting at the top of the stack, ready to be undone if need be.
 Queues A queue is another data
structure designed to process temporary data. It’s like a stack in many ways, except that it processes data in a different order. Like a stack, a queue is also an abstract data type. You can think of a queue as a line of people at the movie theater. The first one in the line is the first one to leave the line and enter the theater. With queues, the first item added to the queue is the first item to be removed. That’s why computer scientists apply the acronym “FIFO” to queues: First In, First
Out. As with a line of people, a queue is usually depicted horizontally. It’s also common to refer to the beginning of the queue as its front, and the end of the queue as its back. Like stacks, queues are arrays with three restrictions (it’s just a different set of restrictions): • Data can be inserted only at the end of a queue. (This is identical behavior to the stack.) • Data can be deleted only from the front of a queue. (This is the opposite behavior of the stack.) • Only the element at the
front of a queue can be read. (This, too, is the opposite of behavior of the stack.) Let’s see a queue in action, beginning with an empty queue. First, we insert a 5 (a common term for inserting into a queue is enqueue, but we’ll use the terms insert and enqueue interchangeably):
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 Next, we insert a 9:
 Next, we insert a 100:
 As of now, the queue has functioned just like a stack. However, removing data happens in the
reverse, as we remove data from the front of the queue. (Removing an element from a queue is also known as dequeuing.) If we want to remove data, we must start with the 5, since it’s at the front of the queue:
 Next, we remove the 9:
 Our queue now only contains one element, the 100.
 Queue Implementation I mentioned that the queue is an abstract data type. Like many other abstract data types, it doesn’t come implemented in many programming languages. Here is a Ruby
implementation of a queue: class Queue def initialize @data = [] end def enqueue(element) @data 100 return add_until_100(array[1, array.length - 1]) else return array[0] + add_until_100(array[1, array.length - 1]) end end
 2. The following function uses recursion to calculate the Nth number from a mathematical sequence known as the “Golomb sequence.” It’s terribly inefficient, though! Use memoization to optimize it. (You don’t have to actually understand how the Golomb sequence works to do
this exercise.) def golomb(n) return 1 if n == 1 return 1 + golomb(n - golomb(golomb(n - 1))); end
 3. Here is a solution to the “Unique Paths” problem from an exercise in the previous chapter. Use memoization to improve its efficiency: def unique_paths(rows, columns) return 1 if rows == 1 || columns == 1 return unique_paths(rows - 1, columns) + unique_paths(rows, columns - 1) end
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 Recursive Algorithms for Speed We’ve seen that
understanding recursion unlocks all sorts of new algorithms, such as traversing a filesystem or producing anagrams. In this chapter, you’re going to learn that recursion is also the key to algorithms that can make our code run much, much faster. In previous chapters, we’ve encountered a number of sorting algorithms, including Bubble Sort, Selection Sort, and Insertion Sort. In real life, however, none of these methods are actually used to sort arrays. Most computer languages have built-in
sorting functions for arrays that save us the time and effort of implementing our own. And in many of these languages, the sorting algorithm that is employed under the hood is Quicksort. The reason we’re going to dig into Quicksort (even though it’s already built into many computer languages) is because by studying how it works, you can learn how to use recursion to greatly speed up an algorithm, and you can do the same for other practical algorithms of the real world. Quicksort is an extremely
fast sorting algorithm that is particularly efficient for average scenarios. While in worst-case scenarios (that is, inversely sorted arrays), it performs similarly to Insertion Sort and Selection Sort, it is much faster for average scenarios—which are what occur most of the time. Quicksort relies on a concept called partitioning, so we’ll jump into that first.
 Partitioning To partition an array is to take a random value from the array—which is then called the pivot—and make sure that
every number that is less than the pivot ends up to the left of the pivot, and that every number greater than the pivot ends up to the right of the pivot. We accomplish partitioning through a simple algorithm that will be described in the following example.
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 Let’s say we have the following array:
 For consistency’s sake, we’ll always select the rightmost value to be our pivot (although we
can technically choose other values). In this case, the number 3 is our pivot. We indicate this by circling it:
 We then assign “pointers”—one to the left-most value of the array, and one to the rightmost value of the array, excluding the pivot itself:
 We’re now ready to begin the actual partition, which follows these steps. Don’t worry—the steps will become clearer when we walk through our example shortly. 1. The left pointer continuously moves one cell to the right until it
reaches a value that is greater than or equal to the pivot, and then stops. 2. Then, the right pointer continuously moves one cell to the left until it reaches a value that is less than or equal to the pivot, and then stops. The right pointer will also stop if it reaches the beginning of the array. 3. Once the right pointer has stopped, we reach a crossroads. If the left pointer has reached (or gone beyond) the right pointer, we move on to Step 4. Otherwise, we swap the values that the left and
right pointers are pointing to, and then go back to repeat Steps 1, 2, and 3 again. 4. Finally, we swap the pivot with the value that the left pointer is currently pointing to. When we’re done with a partition, we are now assured that all values to the left of the pivot are less than the pivot, and all values to the right of the pivot are greater than it. And that means the pivot itself is now in its correct place within the array, although the other values are not yet necessarily completely
sorted.
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 Let’s apply this to our example: Step 1: Compare the left pointer (now pointing to 0) to our pivot (the value 3):
 Since 0 is less than the pivot, the left pointer moves on in the next step. Step 2: The left pointer moves on:
 We compare the left pointer (the 5) to our pivot. Is the 5 lower than the pivot? It’s not, so the left pointer stops, and we activate the right pointer in our next step. Step 3:
Compare the right pointer (6) to our pivot. Is the value greater than the pivot? It is, so our pointer will move on in the next step. Step 4: The right pointer moves on:
 We compare the right pointer (1) to our pivot. Is the value greater than the pivot? It’s not, so our right pointer stops. Step 5: Since both pointers have stopped, we swap the values of the two pointers:
 report erratum • discuss
 Chapter 13. Recursive Algorithms for Speed
 • 202
 We then activate
our left pointer again in the next step. Step 6: The left pointer moves on:
 We compare the left pointer (2) to our pivot. Is the value less than the pivot? It is, so the left pointer moves on. Step 7: The left pointer moves on to the next cell. Note that at this point, both the left and right pointers are pointing to the same value:
 We compare the left pointer to our pivot. Because our left pointer is pointing to a value that is greater than our pivot, it stops. At this point,
since our left pointer has reached our right pointer, we are done with moving pointers. Step 8: For our final step of the partition, we swap the value that the left pointer is pointing to with the pivot:
 Although our array isn’t completely sorted, we have successfully completed a partition. That is, since our pivot was the number 3, all numbers that are less than 3 are to its left, while all numbers greater than 3 are to its right. This also means, by definition, that the 3 is now in its
correct place within the array.
 Code Implementation: Partitioning Following is an implementation of a SortableArray class in Ruby that includes a partition! method that partitions the array as we’ve described:
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 class SortableArray attr_reader :array def initialize(array) @array = array end def partition!(left_pointer, right_pointer) # We always choose the right-most element as the pivot. # We keep the index of the
pivot for later use: pivot_index = right_pointer # We grab the pivot value itself: pivot = @array[pivot_index] # We start the right pointer immediately to the left of the pivot right_pointer -= 1 while true # Move the left pointer to the right as long as it # points to value that is less than the pivot: while @array[left_pointer] < pivot do left_pointer += 1 end # Move the right pointer to the left as long as it # points to a value that is greater than the pivot: while @array[right_pointer]
> pivot do right_pointer -= 1 end # We've now reached the point where we've stopped # moving both the left and right pointers. # We check whether the left pointer has reached # or gone beyond the right pointer. If it has, # we break out of the loop so we can swap the pivot later # on in our code: if left_pointer >= right_pointer break # If the left pointer is still to the left of the right # pointer, we swap the values of the left and right pointers: else @array[left_pointer],
@array[right_pointer] = @array[right_pointer], @array[left_pointer] # We move the left pointer over to the right, gearing up # for the next round of left and right pointer movements: left_pointer += 1 end end
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 # As the final step of the partition, we swap the value # of the left pointer with the pivot: @array[left_pointer], @array[pivot_index] = @array[pivot_index], @array[left_pointer] # We
return the left_pointer for the sake of the quicksort method # which will appear later in this chapter: return left_pointer end end
 Let’s break this code down a bit. The partition! method accepts the starting points of the left and right pointers as parameters: def partition!(left_pointer, right_pointer)
 When this method is first called on an array, these pointers will point to the left and right ends of the array, respectively. However, we’ll see that Quicksort will call this
method on subsections of the array as well. Because of this, we can’t always assume the left and right pointers are always the two extremities of the array, so they need to become method arguments. This point will be clearer when I explain the complete Quicksort algorithm. Next, we select our pivot, which is always the rightmost element in the range we’re dealing with: pivot_index = right_pointer pivot = @array[pivot_index]
 Once our pivot has been identified, we move the right_pointer to
the item immediately left of the pivot: right_pointer -= 1
 We then begin a loop that will run until the left_pointer and right_pointer meet. Within this loop, we use another loop to keep moving the left_pointer to the right until it reaches an item that is greater or equal to the pivot: while @array[left_pointer] < pivot do left_pointer += 1 end
 Similarly, we move the right_pointer to the left until it hits an item that is less or equal to the pivot: while @array[right_pointer]
> pivot do right_pointer -= 1 end
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 Once the left_pointer and right_pointer have stopped moving, we check whether the two pointers have met: if left_pointer >= right_pointer break
 If they have, we exit the loop and get ready to swap the pivot, which we’ll get to momentarily. However, if the two pointers have not yet met, we swap the values at the two pointers: @array[left_pointer], @array[right_pointer] =
@array[right_pointer], @array[left_pointer]
 Finally, once the two pointers have met, we swap the pivot with the value at the left_pointer: @array[left_pointer], @array[pivot_index] = @array[pivot_index], @array[left_pointer]
 The method returns the left_pointer, as this will be needed by the Quicksort algorithm (which I’ll explain shortly).
 Quicksort The Quicksort algorithm is a combination of partitions and recursion. It works as follows: 1. Partition the array. The pivot is
now in its proper place. 2. Treat the subarrays to the left and right of the pivot as their own arrays, and recursively repeat Steps 1 and 2. That means we’ll partition each subarray and end up with even smaller sub-subarrays to the left and right of each subarray’s pivot. We then partition those sub-subarrays, and so on and so forth. 3. When we have a subarray that has zero or one elements, that is our base case and we do nothing. Let’s return to our example. We began with the array of [0, 5,
2, 1, 6, 3] and ran a single partition on the entire array. Since Quicksort begins with such a partition, that means we’re already partly through the Quicksort process. We left off with:
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 As you can see, the value 3 was the original pivot. Now that the pivot is in the correct place, we need to sort whatever is to the left and right of the pivot. Note that in our example, it just so happens that
the numbers to the left of the pivot are already sorted, but the computer doesn’t know that yet. The next step after the partition is to treat everything to the left of the pivot as its own array and partition it. We’ll obscure the rest of the array for now, as we’re not focusing on it at the moment:
 Now, of this [0, 1, 2] subarray, we’ll make the rightmost element the pivot. So, that would be the number 2:
 We’ll establish our left and right pointers:
 And now we’re ready to
partition this subarray. Let’s continue from after Step 8, where we left off previously. Step 9: We compare the left pointer (0) to the pivot (2). Since the 0 is less than the pivot, we continue moving the left pointer. Step 10: We move the left pointer one cell to the right, and it now happens to be pointing to the same value the right pointer is pointing to:
 We compare the left pointer to the pivot. Since the value 1 is less than the pivot, we move on.
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 Step 11: We move the left pointer one cell to the right, which just happens to be the pivot:
 At this point, the left pointer is pointing to a value that is equal to the pivot (since it is the pivot!), and so the left pointer stops. Note how the left pointer managed to sneak past the right pointer. That’s okay, though. The algorithm is designed to work even with such an occurrence. Step 12: Now, we activate the right pointer. However, because the right
pointer’s value (1) is less than the pivot, it stays still. Since our left pointer has passed our right pointer, we’re done moving pointers altogether in this partition. Step 13: Next, we swap the pivot with the left pointer’s value. Now, it just so happens that the left pointer is pointing to the pivot itself, so we swap the pivot with itself, which results in no change at all. At this point, the partition is complete and the pivot (2) is now in its correct spot:
 We now have a subarray
of [0, 1] to the left of the pivot (the 2) and no subarray to its right. The next step is to recursively partition the subarray to the pivot’s left, which again, is [0, 1]. We don’t have to deal with any subarray to the right of the pivot since no such subarray exists. Because all we’ll focus on in the next step is the subarray [0, 1], we’ll block out the rest of the array so it looks like this:
 To partition the subarray, [0, 1], we’ll make the rightmost element (the 1) the pivot. Where
will we put the left and right pointers? Well, the left pointer will
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 point to the 0, but the right pointer will also point to the 0, since we always start the right pointer at one cell to the left of the pivot. This gives us this:
 We’re now ready to begin the partition. Step 14: We compare the left pointer (0) with the pivot (1):
 It’s less than the pivot, so we move on. Step 15: We
shift the left pointer one cell to the right. It now points to the pivot:
 Since the left pointer’s value (1) is not lower than the pivot (since it is the pivot), the left pointer stops moving. Step 16: We compare the right pointer with the pivot. Since it’s pointing to a value that is less than the pivot, we don’t move it anymore. And since the left pointer has passed the right pointer, we’re done moving pointers for this partition. Step 17: We now swap the left pointer with the pivot.
Again, in this case, the left pointer is actually pointing to the pivot itself, so the swap doesn’t actually change anything. The pivot is now in its proper place, and we’re done with this partition. That leaves us with this:
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 Next up, we need to partition the subarray to the left of the most recent pivot. In this case, that subarray is [0]—an array of just one element. An array of zero or one elements is our base case, so we
don’t do anything. The element is just considered to be in its proper place automatically. So, now we’ve got:
 We started out by treating 3 as our pivot, and recursively partitioned the subarray to its left ([0, 1, 2]). As promised, we now need to come back to recursively partitioning the subarray to the right of the 3, which is [6, 5]. We’ll obscure the [0, 1, 2, 3], since we’ve already sorted those, and now we’re only focusing on the [6, 5]:
 In the next partition, we’ll treat the
rightmost element (the 5) as the pivot. That gives us:
 When setting up our next partition, our left and right pointers both end up pointing to the 6:
 Step 18: We compare the left pointer (6) with the pivot (5). Since 6 is greater than the pivot, the left pointer doesn’t move further. Step 19: The right pointer is pointing to the 6 as well, so we would theoretically move on to the next cell to the left. However, there are no more cells to the left of the 6, so the right pointer
stops moving. Since the left pointer has reached the right pointer, we’re done moving pointers altogether for this partition. That means we’re ready for the final step.
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 Step 20: We swap the pivot with the value of the left pointer:
 Our pivot (5) is now in its correct spot, leaving us with:
 Next up, we technically need to recursively partition the subarray to the left and right of
the [5, 6] subarray. Since there is no subarray to its left, that means we only need to partition the subarray to the right. Since the subarray to the right of the 5 is a single element of [6], that’s our base case and we do nothing—the 6 is automatically considered to be in its proper place:
 And we’re done!
 Code Implementation: Quicksort Following is a quicksort! method we can add to the previous SortableArray class that would successfully complete the Quicksort: def
quicksort!(left_index, right_index) # Base case: the subarray has 0 or 1 elements: if right_index - left_index
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